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## Abstract

Textures and Majorana excitations in multi-component neutral Fermi superfluids of ${ }^{3} \mathrm{He}$ atoms and atomic gases are investigated. The superfluid ${ }^{3} \mathrm{He}$ consists of $p$-wave Cooper pairs without doubt. Since the interaction of atomic gases can be tuned by the Feshbach resonance, superfluids of Fermi atomic gases through a $p$-wave scattering will be realized in the near future. Such $p$-wave superfluids construct a spatial structure of the superfluid order parameter (OP), i.e. texture, by vortices or boundary conditions to lower free energy using the multi-component OP thoroughly. Fermi superfluids have low energy excitations at vortices and boundaries, where a superfluid gap is suppressed. Certain excitations in $p$-wave Fermi superfluids behave as Majorana quasi-particles (QPs) or Majorana fermions. Existence of the Majorana excitations at vortices and boundary in $p$-wave Fermi superfluids reflects that $p$-wave superfluids can be regarded as topological superfluids. Textures and Majorana excitations in the superfluid ${ }^{3} \mathrm{He}$ and superfluids of $p$-wave atomic gases are discussed in connection with realistic experiments.

First, recent experiments for the textures of the superfluid ${ }^{3} \mathrm{He}$ A-phase confined in a narrow cylinder are discussed. Compered to the experiments, the radial disgyration, MerminHo texture, and Pan-Am texture are calculated by the Ginzburg-Landau (GL) theory. The radial disgyration is stable at rest for the cylinders by using the experiments, and the MerminHo texture is stable under rotation. The results show good agreement with the experimental results.

Features of the Majorana excitations are different for a chiral superfluid and helical superfluid, which are different in the topological nature. In the superfluid ${ }^{3} \mathrm{He}$, the chiral superfluid is realized in the A-phase and the helical superfluid is realized in the B-phase. Then, we calculate the Majorana edge state for the superfluid ${ }^{3} \mathrm{He}$ in a realistic slab using the quasi-classical theory. For the A-phase, dispersion relation of the QPs at the edge constructs a Dirac valley. For the B-phase, dispersion relation of the QPs at the edge constructs a Majorana cone. The Majorana QPs exist both phases. Based on a result, we suggest experiments to observe the Majorana QPs.

Finally, textures for superfluids of $p$-wave atomic gases are calculated by the GL theory. The textures are different from the superfluid ${ }^{3} \mathrm{He}$ by the boundary condition, because Fermi atomic gases are confined in harmonic trap potential by a magnetic field. In quasi-two dimensional trap potential, conditions to stabilize a quantized vortex with Majorana QP for trap frequency and rotation frequency are derived. This work is helpful to confirm superfluidity and apply the system to a topological quantum computer when superfluids of $p$-wave Fermi atomic gases are realized in the future.
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## Chapter 1

## Introduction

### 1.1 Background

Superconductivity was discovered by Kamerlingh Onnes in 1911. After decades, phenomenological Ginzburg-Landau (GL) theory and microscopic Bardeen-Cooper-Schrieffer (BCS) theory give a fundamental understanding of the conventional superconductivity.

In neutral Fermi systems, the first superfluid phase was discovered in the liquid ${ }^{3} \mathrm{He}$ by Osheroff et al. [1] The superfluid ${ }^{3} \mathrm{He}$ is unconventional in which Cooper pairs have the spintriplet $p$-wave symmetry [2]. This understanding progressed by generalization of the BCS theory. The GL theory gives understanding of textures (spatial structures of superfluid order parameter) and exotic vortices (e.g. a half-quantum vortex). However, since the experiment of the superfluid ${ }^{3} \mathrm{He}$ is required low temperature of the order of mK , various assignments have remained yet. Moreover, the superfluid ${ }^{3} \mathrm{He}$ is one of the candidate systems in which Majorana quasi-particles (QPs) and fermions live. They are discussed also in the condensed matter physics recently [3].

Another progress of neutral Fermi superfluidity is in ultra-cold Fermi atomic gases [4]. In 1995, Bose-Einstein condensates (BECs) were realized for Bose atomic gases [5, 6, 7]. After about 10 years, BECs by molecules of Fermi atoms were observed [8, 9, 10]. Shortly after then, superfluids by Cooper pairs of Fermi atoms were also observed [11, 12]. Recently, molecules of Fermi atoms through a $p$-wave scattering can be create $[13,14,15,16,17,18]$. In the near future, BECs by $p$-wave molecules and superfluids by Cooper pairs with $p$-wave interaction are expected. The superfluids of $p$-wave Fermi atomic gases involve textures, exotic vortices, and Majorana QPs and fermions. The Fermi atomic gases have the advantage of maneuverability than the superfluid ${ }^{3} \mathrm{He}$.

### 1.2 Outline of this thesis

In this thesis, $p$-wave superfluids of neutral Fermi systems are discussed theoretically. This thesis has two main subjects which are textures and Majorana excitations. $p$-wave superfluids construct a texture by vortices or boundary conditions to lower free energy using the multi-component superfluid order parameter (OP) thoroughly. Fermi superfluids have low energy excitations at vortices and boundaries, where a superfluid gap is suppressed. Certain excitations in $p$-wave Fermi superfluids behave as Majorana QPs or Majorana fermions. They are discussed in connection with realistic experiments.

The general formulation of superfluidity within the mean-field theory is discussed in

Chap. 2. Starting from the BCS Hamiltonian, the Bogoliubov-de Gennes (BdG) equation is derived by the unitary transformation. By the BdG equation, we can demonstrate that certain low energy excitations in $p$-wave superfluids behaves as Majorana QPs or Majorana fermions. Another way from the BCS Hamiltonian is to derive the Gor'kov equation using Green's function. By quasi-classical approximation of the Gor'kov equation, we derive the Eilenberger equation and Riccati equations with quasi-classical Green's function. The Eilenberger equation and Riccati equations are used for the calculation of the QP state in Chap. 6. In the vicinity of the superfluid transition temperature, the Ginzburg-Landau (GL) theory is derived from the symmetric consideration. The GL theory is used for the discussion of textures in Chaps. 5 and 7.

In Chap. 3, we introduce the superfluid ${ }^{3} \mathrm{He}$ and the superfluid of $p$-wave resonant Fermi atomic gases, which are multi-component neutral Fermi superfluids. The superfluid ${ }^{3} \mathrm{He}$ is typical matter of $p$-wave neutral Fermi superfluids. Textures and a half-quantum vortex in the superfluid ${ }^{3} \mathrm{He}$ are also introduced in this chapter. The superfluid of $p$-wave resonant Fermi atomic gases using Feshbach resonances are expected in the near future.

Majorana QPs and Majorana fermions are introduced in Chap. 4. A zero energy excitation at a vortex with an odd integer winding number behaves as a Majorana QP in $p$-wave superfluids. The Majorana QPs obey non-Abelian statistics, so that they can be utilized for a topological quantum computer. The Andreev bound states at the edge of $p$-wave superfluids are described by field operators of the Majorana fermions. There are two kinds of edge state: The chiral edge state appears in the superfluid ${ }^{3} \mathrm{He} \mathrm{A}$-phase, and the helical edge state appears in the B-phase.

In Chap. 5, our theoretical results are compared to recent experiments for the textures of the superfluid ${ }^{3} \mathrm{He} \mathrm{A}$-phase confined in a narrow cylinder [19, 20]. Textures consist of few vortices can be observed because the rotating cryostat in ISSP, Univ. of Tokyo achieves high rotation speed. Compered to the experiments, the radial disgyration, Mermin-Ho texture, and Pan-Am texture are calculated by the GL theory. The radial disgyration is stable at rest for the cylinders by using the experiments, and the Mermin-Ho texture is stable under rotation. The results show good agreement with the experimental results.

We calculate the Majorana edge state for the superfluid ${ }^{3} \mathrm{He}$ in a realistic slab using the quasi-classical theory $[21,22,23]$ in Chap. 6. For the A-phase, dispersion relation of the QPs at the edge constructs a Dirac valley. For the B-phase, dispersion relation of the QPs at the edge constructs a Majorana cone. The Majorana QPs exist both phases. Based on a result, we suggest experiments to observe the Majorana QPs.

In Chap. 7, textures for superfluids of $p$-wave atomic gases are calculated by the GL theory $[24,25]$. The textures are different from the superfluid ${ }^{3} \mathrm{He}$ by the boundary condition, because Fermi atomic gases are confined in harmonic trap potential. In quasi-two dimensional trap potential, there is a vortex with Majorana QP [26]. This work is helpful when superfluids of $p$-wave Fermi atomic gases are realized in the future.

The final chapter devotes for a summary of this thesis and a view for future studies.

## Chapter 2

## Formulation of superfluidity

The Bardeen-Cooper-Schrieffer (BCS) Hamiltonian with fermion field operators $\psi_{\alpha}(\boldsymbol{r})$ in the Schrödinger picture is

$$
\begin{align*}
& \mathcal{H}_{\mathrm{BCS}}=\sum_{\alpha \beta} \int d^{3} r_{1} d^{3} r_{2}\left[\psi_{\alpha}^{\dagger}\left(\boldsymbol{r}_{1}\right) K_{\alpha \beta}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right) \psi_{\beta}\left(\boldsymbol{r}_{2}\right)\right. \\
&\left.+\frac{1}{2} \sum_{\delta \gamma} V_{\alpha, \beta}^{\gamma, \delta}\left(r_{12}\right) \psi_{\alpha}^{\dagger}\left(\boldsymbol{r}_{1}\right) \psi_{\beta}^{\dagger}\left(\boldsymbol{r}_{2}\right) \psi_{\gamma}\left(\boldsymbol{r}_{2}\right) \psi_{\delta}\left(\boldsymbol{r}_{1}\right)\right] \tag{2.1}
\end{align*}
$$

where

$$
\begin{equation*}
K_{\alpha \beta}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right) \equiv \delta_{\alpha \beta} \delta\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right)\left[-\frac{\hbar^{2} \nabla^{2}}{2 m}-\mu\right]+\Sigma_{\alpha \beta}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right), \tag{2.2}
\end{equation*}
$$

includes kinetic term, chemical potential $\mu$, and self-energy $\Sigma_{\alpha \beta}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)$. If the interaction $V_{\alpha, \beta}^{\gamma, \delta}\left(r_{12}\right)$ is invariant under rotation in the spin space,

$$
\begin{equation*}
V_{\alpha, \beta}^{\gamma, \delta}\left(r_{12}\right)=V_{1}\left(r_{12}\right) \delta_{\alpha \delta} \delta_{\beta \gamma}+V_{2}\left(r_{12}\right) \boldsymbol{\sigma}_{\alpha \delta} \cdot \boldsymbol{\sigma}_{\beta \gamma}, \tag{2.3}
\end{equation*}
$$

where $\hat{\boldsymbol{\sigma}}$ is the Pauli matrix in the spin- $1 / 2$ space and $r_{12} \equiv\left|\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right|$. Here, we define the order parameter (OP) of the superfluid state as

$$
\begin{align*}
\Delta_{\alpha \beta}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right) & \equiv \sum_{\gamma \delta} V_{\alpha, \beta}^{\gamma, \delta}\left(r_{12}\right)\left\langle\psi_{\gamma}\left(\boldsymbol{r}_{2}\right) \psi_{\delta}\left(\boldsymbol{r}_{1}\right)\right\rangle, \\
\Delta_{\alpha \beta}^{*}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right) & \equiv \sum_{\gamma \delta} V_{\delta, \gamma}^{\beta, \alpha}\left(r_{12}\right)\left\langle\psi_{\delta}^{\dagger}\left(\boldsymbol{r}_{1}\right) \psi_{\gamma}^{\dagger}\left(\boldsymbol{r}_{2}\right)\right\rangle, \tag{2.4}
\end{align*}
$$

where $\langle\cdots\rangle$ denotes statistical average. The statistical average of field operators is decomposed into the orbital and spin parts: $\left\langle\psi_{\gamma}\left(\boldsymbol{r}_{2}\right) \psi_{\delta}\left(\boldsymbol{r}_{1}\right)\right\rangle \equiv \chi\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right) \phi(\gamma, \delta)$. Then, the spin function satisfies $\sum_{\gamma \delta} \boldsymbol{\sigma}_{\alpha \delta} \cdot \boldsymbol{\sigma}_{\beta \gamma} \phi(\gamma, \delta)=-3 \phi(\beta, \alpha)$ for the spin-singlet state and $\sum_{\gamma \delta} \boldsymbol{\sigma}_{\alpha \delta}$. $\sigma_{\beta \gamma} \phi(\gamma, \delta)=\phi(\beta, \alpha)$ for the spin-triplet state. Hence, we find

$$
\begin{equation*}
\sum_{\gamma \delta} V_{\alpha, \beta}^{\gamma, \delta} \phi(\gamma, \delta)=\left[V_{1}\left(r_{12}\right)+\lambda V_{2}\left(r_{12}\right)\right] \phi(\beta, \alpha) \equiv V\left(r_{12}\right) \phi(\beta, \alpha), \tag{2.5}
\end{equation*}
$$

where $\lambda=-3$ for the spin-singlet state and $\lambda=1$ for the spin-triplet state. Therefore, the definition of the OP can be rewritten as

$$
\begin{align*}
\Delta_{\alpha \beta}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right) & \equiv V\left(r_{12}\right)\left\langle\psi_{\beta}\left(\boldsymbol{r}_{2}\right) \psi_{\alpha}\left(\boldsymbol{r}_{1}\right)\right\rangle \\
\Delta_{\alpha \beta}^{*}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right) & \equiv V\left(r_{12}\right)\left\langle\psi_{\alpha}^{\dagger}\left(\boldsymbol{r}_{1}\right) \psi_{\beta}^{\dagger}\left(\boldsymbol{r}_{2}\right)\right\rangle \tag{2.6}
\end{align*}
$$

Here, we perform the mean-field approximation for the BCS Hamiltonian. The mean-field Hamiltonian is described by

$$
\begin{align*}
& \mathcal{H}=\sum_{\alpha \beta} \int d^{3} r_{1} d^{3} r_{2}\left[\psi_{\alpha}^{\dagger}\left(\boldsymbol{r}_{1}\right) K_{\alpha \beta}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right) \psi_{\beta}\left(\boldsymbol{r}_{2}\right)\right. \\
&+\frac{1}{2} \Delta_{\alpha \beta}^{*}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right) \psi_{\beta}\left(\boldsymbol{r}_{2}\right) \psi_{\alpha}\left(\boldsymbol{r}_{1}\right)+\frac{1}{2} \Delta_{\alpha \beta}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right) \psi_{\alpha}^{\dagger}\left(\boldsymbol{r}_{1}\right) \psi_{\beta}^{\dagger}\left(\boldsymbol{r}_{2}\right) \\
&\left.-\frac{1}{2} \frac{\Delta_{\alpha \beta}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right) \Delta_{\alpha \beta}^{*}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)}{V\left(r_{12}\right)}\right] \tag{2.7}
\end{align*}
$$

where the last term can be included in $c$-number $E_{0}$.
Here, we introduce the four dimensional Nambu spinor $\Psi(\boldsymbol{r})$ and the $4 \times 4$ matrix $\widehat{K}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)$ and $\widehat{\Delta}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)$ as

$$
\begin{gather*}
\Psi(\boldsymbol{r}) \equiv\left[\psi_{\uparrow}(\boldsymbol{r}), \psi_{\downarrow}(\boldsymbol{r}), \psi_{\uparrow}^{\dagger}(\boldsymbol{r}), \psi_{\downarrow}^{\dagger}(\boldsymbol{r})\right]^{T}  \tag{2.8}\\
\widehat{K}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right) \equiv\left(\begin{array}{cc}
\hat{K}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right) & 0 \\
0 & -\hat{K}^{T}\left(\boldsymbol{r}_{2}, \boldsymbol{r}_{1}\right)
\end{array}\right), \\
\hat{K}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right) \equiv\left(\begin{array}{cc}
\delta\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right)\left[\begin{array}{cc}
\left.-\frac{\nabla^{2}}{2 m}-\mu_{\uparrow}\right]+\Sigma_{\uparrow \uparrow}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right) & \Sigma_{\uparrow \downarrow}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right) \\
\Sigma_{\downarrow \uparrow}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right) & \delta\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right)\left[-\frac{\nabla^{2}}{2 m}-\mu_{\downarrow}\right]+\Sigma_{\downarrow \downarrow}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)
\end{array}\right)
\end{array},\right. \tag{2.9}
\end{gather*}
$$

$$
\widehat{\Delta}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right) \equiv\left(\begin{array}{cc}
0 & \hat{\Delta}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)  \tag{2.10}\\
\hat{\Delta}^{\dagger}\left(\boldsymbol{r}_{2}, \boldsymbol{r}_{1}\right) & 0
\end{array}\right), \hat{\Delta}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right) \equiv\left(\begin{array}{cc}
\Delta_{\uparrow \uparrow}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right) & \Delta_{\uparrow \downarrow}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right) \\
\Delta_{\downarrow \uparrow}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right) & \Delta_{\downarrow \downarrow}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)
\end{array}\right),
$$

where the superscript $T$ indicates transposed matrices and $\mu_{\uparrow, \downarrow}$ is chemical potential including local self-energy $\Sigma_{\uparrow \uparrow}(\boldsymbol{r}, \boldsymbol{r})$ or $\Sigma_{\downarrow \downarrow}(\boldsymbol{r}, \boldsymbol{r})$. The OP yields the symmetry $\Delta\left(\boldsymbol{r}_{2}, \boldsymbol{r}_{1}\right)= \pm \Delta\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)$, where the sign + is for the spin-singlet state and - is for the spin-triplet state. In the following, the "ordinary hat" indicates the $2 \times 2$ matrix in spin space and the "wide hat" indicates the $4 \times 4$ matrix in Nambu and spin spaces. Using the spinor and matrices, the mean-field Hamiltonian is rewritten as

$$
\begin{equation*}
\mathcal{H}=E_{0}+\frac{1}{2} \int d^{3} r_{1} d^{3} r_{2} \Psi^{\dagger}\left(\boldsymbol{r}_{1}\right)\left[\widehat{K}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)+\widehat{\Delta}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)\right] \Psi\left(\boldsymbol{r}_{2}\right) \tag{2.11}
\end{equation*}
$$

In this chapter, based on the mean-field Hamiltonian eq. (2.7) or eq. (2.11), we formulate equations described to the superfluid state. In Sec. 2.1, the Bogoliubov-de Gennes (BdG) equation is derived by the unitary transformation from eq. (2.11). The BdG equation is helpful to understand Majorana excitations. In Sec. 2.2, we obtain the Gor'kov equations with

Green's function from eq. (2.7). By quasi-classical approximation of the Gor'kov equations, we obtain the Eilenberger equation with quasi-classical Green's function in Sec. 2.3. From the Eilenberger equation, we obtain the Riccati equations which are convenient for analytical and numerical calculation. In Sec. 2.4, we obtain the Ginzburg-Landau (GL) free energy functional from the symmetric consideration. The GL free energy functional is also obtained from the microscopic theory. The quasi-classical theory and GL theory give main results in this thesis.

### 2.1 Bogoliubov-de Gennes theory

We introduce the unitary transformation, so-called the Bogoliubov transformation, which transforms the spinor $\Psi(\boldsymbol{r})$ to the basis composed of the quasi-particle (QP) operator $\gamma_{\nu}$ :

$$
\begin{equation*}
\Psi(\boldsymbol{r})=\sum_{\nu} \widehat{u}_{\nu}(\boldsymbol{r}) \gamma_{\nu}, \gamma_{\nu} \equiv\left[\gamma_{\nu, \uparrow}, \gamma_{\nu, \downarrow}, \gamma_{\nu, \uparrow}^{\dagger}, \gamma_{\nu, \downarrow}^{\dagger}\right]^{T} \tag{2.12}
\end{equation*}
$$

where the QP operator $\gamma_{\nu}$ satisfies the fermion commutation relations,

$$
\begin{equation*}
\left\{\gamma_{\nu, \alpha}, \gamma_{\mu, \beta}^{\dagger}\right\}=\delta_{\alpha \beta} \delta_{\nu \mu}, \quad\left\{\gamma_{\nu, \alpha}, \gamma_{\mu, \beta}\right\}=\left\{\gamma_{\nu, \alpha}^{\dagger}, \gamma_{\mu, \beta}^{\dagger}\right\}=0 \tag{2.13}
\end{equation*}
$$

The unitary $4 \times 4$ matrix $\widehat{u}_{\nu}(\boldsymbol{r})$ must fulfill the orthonormal and completeness conditions,

$$
\begin{gather*}
\int d^{3} r \widehat{u}_{\nu}^{\dagger}(\boldsymbol{r}) \widehat{u}_{\mu}(\boldsymbol{r})=\delta_{\nu \mu} \widehat{\sigma}_{0},  \tag{2.14}\\
\sum_{\nu} \widehat{u}_{\nu}^{\dagger}\left(\boldsymbol{r}_{1}\right) \widehat{u}_{\nu}\left(\boldsymbol{r}_{2}\right)=\delta\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right) \widehat{\sigma}_{0}, \tag{2.15}
\end{gather*}
$$

where $\widehat{\sigma}_{0}$ is the $4 \times 4$ unit matrix.
Using the QP basis defined in eq. (2.12), we find that the mean-field Hamiltonian in eq. (2.11) can be diagonalized as

$$
\begin{equation*}
\mathcal{H}=E_{0}+\frac{1}{2} \sum_{\nu} \gamma_{\nu}^{\dagger} \widehat{E}_{\nu} \gamma_{\nu}, \widehat{E}_{\nu} \equiv \operatorname{diag}\left[E_{\nu, \uparrow}, E_{\nu, \downarrow},-E_{\nu, \uparrow},-E_{\nu, \downarrow}\right] \tag{2.16}
\end{equation*}
$$

where $\operatorname{diag}[\cdots]$ indicates diagonal matrices. Then, the matrix $\widehat{u}_{\nu}$ must fulfill the Bogoliubovde Gennes (BdG) equation:

$$
\begin{equation*}
\int d^{3} r_{2}\left[\widehat{K}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)+\widehat{\Delta}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)\right] \widehat{u}_{\nu}\left(\boldsymbol{r}_{2}\right)=\widehat{u}_{\nu}\left(\boldsymbol{r}_{1}\right) \widehat{E}_{\nu} \tag{2.17}
\end{equation*}
$$

### 2.2 Gor'kov theory

Thermal Green's function is defined by

$$
\begin{align*}
\widehat{G}_{\alpha \beta}\left(r_{1}, r_{2}\right) & \equiv\left(\begin{array}{cc}
G_{\alpha \beta}\left(r_{1}, r_{2}\right) & F_{\alpha \beta}\left(r_{1}, r_{2}\right) \\
\underline{F}_{\alpha \beta}\left(r_{1}, r_{2}\right) & \underline{G}_{\alpha \beta}\left(r_{1}, r_{2}\right)
\end{array}\right) \\
& \left.\left.\equiv\left(\begin{array}{cc}
-\left\langle T_{\tau}\left[\begin{array}{c}
\tilde{\psi}_{\alpha}\left(r_{1}\right) \tilde{\psi}_{\beta}^{\dagger}\left(r_{2}\right) \\
-\left\langleT _ { \tau } \left[\tilde{\psi}_{\alpha}^{\dagger}\left(r_{1}\right) \tilde{\psi}_{\beta}^{\dagger}\left(r_{2}\right)\right.\right.
\end{array}\right]\right\rangle-\left\langleT _ { \tau } \left[\tilde{\psi}_{\alpha}\left(r_{1}\right) \tilde{\psi}_{\beta}\left(r_{2}\right)\right.\right. \\
-\left\langleT _ { \tau } \left[\tilde{\psi}_{\alpha}^{\dagger}\left(r_{1}\right) \tilde{\psi}_{\beta}\left(r_{2}\right)\right.\right.
\end{array}\right]\right\rangle\right), \tag{2.18}
\end{align*}
$$

where

$$
\begin{align*}
\tilde{\psi}_{\alpha}(r) & =e^{\mathcal{H} \tau / \hbar} \psi_{\alpha}(\boldsymbol{r}) e^{-\mathcal{H} \tau / \hbar}, \\
\tilde{\psi}_{\alpha}^{\dagger}(r) & =e^{\mathcal{H} \tau / \hbar} \psi_{\alpha}^{\dagger}(\boldsymbol{r}) e^{-\mathcal{H} \tau / \hbar}, \tag{2.19}
\end{align*}
$$

are field operators in the Heisenberg picture and $(r)$ indicates $(\boldsymbol{r}, \tau)$. From eq. (2.7), the imaginary time-derivative of the field operators are

$$
\begin{align*}
\hbar \frac{\partial}{\partial \tau_{1}} \tilde{\psi}_{\alpha}\left(r_{1}\right) & =\sum_{\beta} \int d^{3} r_{2}\left[-K_{\alpha \beta}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right) \tilde{\psi}_{\beta}\left(\boldsymbol{r}_{2}, \tau_{1}\right)-\Delta_{\alpha \beta}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right) \tilde{\psi}_{\beta}^{\dagger}\left(\boldsymbol{r}_{2}, \tau_{1}\right)\right], \\
\hbar \frac{\partial}{\partial \tau_{1}} \tilde{\psi}_{\alpha}^{\dagger}\left(r_{1}\right) & =\sum_{\beta} \int d^{3} r_{2}\left[K_{\beta \alpha}\left(\boldsymbol{r}_{2}, \boldsymbol{r}_{1}\right) \tilde{\psi}_{\beta}^{\dagger}\left(\boldsymbol{r}_{2}, \tau_{1}\right)-\Delta_{\beta \alpha}^{*}\left(\boldsymbol{r}_{2}, \boldsymbol{r}_{1}\right) \tilde{\psi}_{\beta}\left(\boldsymbol{r}_{2}, \tau_{1}\right)\right] . \tag{2.20}
\end{align*}
$$

Using eq. (2.20) we can calculate the imaginary time-derivative of the Green's function. The imaginary time-derivative of the Green's function gives Gor'kov equations:

$$
\sum_{\gamma} \int d^{3} r_{3}\left(\begin{array}{cc}
-\hbar \frac{\partial}{\partial \tau_{1}} \delta_{\alpha \gamma} \delta\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{3}\right)-K_{\alpha \gamma}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{3}\right) & -\Delta_{\alpha \gamma}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{3}\right) \\
-\Delta_{\gamma \alpha}^{*}\left(\boldsymbol{r}_{3}, \boldsymbol{r}_{1}\right) & -\hbar \frac{\partial}{\partial \tau_{1}} \delta_{\alpha \gamma} \delta\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{3}\right)+K_{\gamma \alpha}\left(\boldsymbol{r}_{3}, \boldsymbol{r}_{1}\right) \tag{2.21}
\end{array}\right)
$$

$$
\begin{align*}
& \sum_{\gamma} \int d^{3} r_{3} \widehat{G}_{\alpha \gamma}\left(\boldsymbol{r}_{1} \tau_{1}, \boldsymbol{r}_{3} \tau_{2}\right) \\
& \quad \times\left(\begin{array}{cc}
\hbar \frac{\partial}{\partial \tau_{2}} \delta_{\gamma \beta} \delta\left(\boldsymbol{r}_{3}-\boldsymbol{r}_{2}\right)-K_{\gamma \beta}\left(\boldsymbol{r}_{3}, \boldsymbol{r}_{2}\right) & -\Delta_{\gamma \beta}\left(\boldsymbol{r}_{3}, \boldsymbol{r}_{2}\right) \\
-\Delta_{\beta \gamma}^{*}\left(\boldsymbol{r}_{2}, \boldsymbol{r}_{3}\right) & \hbar \frac{\partial}{\partial \tau_{2}} \delta_{\gamma \beta} \delta\left(\boldsymbol{r}_{3}-\boldsymbol{r}_{2}\right)+K_{\beta \gamma}\left(\boldsymbol{r}_{2}, \boldsymbol{r}_{3}\right)
\end{array}\right) \\
&  \tag{2.22}\\
& \quad=\hbar \delta_{\alpha \beta} \delta\left(r_{1}-r_{2}\right) \widehat{\sigma}_{0}
\end{align*}
$$

where the imaginary time-derivative $\partial / \partial \tau_{2}$ operates the left side of the Green's function.
The Gor'kov equations are more convenient in the frequency representation. By Fourier transformation,

$$
\begin{gather*}
\widehat{G}_{\alpha \beta}\left(\boldsymbol{r}_{1} \tau_{1}, \boldsymbol{r}_{2} \tau_{2}\right)=\frac{k_{B} T}{\hbar} \sum_{n} e^{-i \omega_{n}\left(\tau_{1}-\tau_{2}\right)} \widehat{G}_{\alpha \beta}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}, \omega_{n}\right),  \tag{2.23}\\
\delta\left(\tau_{1}-\tau_{2}\right)=\frac{k_{B} T}{\hbar} \sum_{n} e^{-i \omega_{n}\left(\tau_{1}-\tau_{2}\right)}, \tag{2.24}
\end{gather*}
$$

where $\omega_{n}=(2 n+1) \pi k_{B} T / \hbar$ is the Matsubara frequency with integer $n$. The Gor'kov equations are rewritten as

$$
\begin{align*}
\sum_{\gamma} \int d^{3} r_{3}\left(\begin{array}{cc}
i \hbar \omega_{n} \delta_{\alpha \gamma} \delta\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{3}\right)-K_{\alpha \gamma}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{3}\right) & -\Delta_{\alpha \gamma}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{3}\right) \\
-\Delta_{\gamma \alpha}^{*}\left(\boldsymbol{r}_{3}, \boldsymbol{r}_{1}\right) & i \hbar \omega_{n} \delta_{\alpha \gamma} \delta\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{3}\right)+K_{\gamma \alpha}\left(\boldsymbol{r}_{3}, \boldsymbol{r}_{1}\right)
\end{array}\right) \\
\times \widehat{G}_{\gamma \beta}\left(\boldsymbol{r}_{3}, \boldsymbol{r}_{2}, \omega_{n}\right)=\hbar \delta_{\alpha \beta} \delta\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right) \widehat{\sigma}_{0}, \tag{2.25}
\end{align*}
$$

$$
\begin{align*}
& \sum_{\gamma} \int d^{3} r_{3} \widehat{G}_{\alpha \gamma}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{3}, \omega_{n}\right) \\
& \quad \times\left(\begin{array}{cc}
i \hbar \omega_{n} \delta_{\gamma \beta} \delta\left(\boldsymbol{r}_{3}-\boldsymbol{r}_{2}\right)-K_{\gamma \beta}\left(\boldsymbol{r}_{3}, \boldsymbol{r}_{2}\right) & -\Delta_{\gamma \beta}\left(\boldsymbol{r}_{3}, \boldsymbol{r}_{2}\right) \\
-\Delta_{\beta \gamma}^{*}\left(\boldsymbol{r}_{2}, \boldsymbol{r}_{3}\right) & i \hbar \omega_{n} \delta_{\gamma \beta} \delta\left(\boldsymbol{r}_{3}-\boldsymbol{r}_{2}\right)+K_{\beta \gamma}\left(\boldsymbol{r}_{2}, \boldsymbol{r}_{3}\right)
\end{array}\right) \\
&  \tag{2.26}\\
& \quad \begin{array}{ll} 
& =\hbar \delta_{\alpha \beta} \delta\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right) \widehat{\sigma}_{0}
\end{array}
\end{align*}
$$

### 2.3 Quasi-classical theory

We introduce the center-of-mass coordinate $\boldsymbol{R}=\left(\boldsymbol{r}_{1}+\boldsymbol{r}_{2}\right) / 2$ and the relative coordinate $\boldsymbol{r}=\boldsymbol{r}_{1}-\boldsymbol{r}_{2}$. The Green's function is rewritten as

$$
\begin{equation*}
\widehat{G}_{\alpha \beta}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}, \omega_{n}\right)=\int \frac{d^{3} k}{(2 \pi)^{3}} \widehat{G}_{\alpha \beta}\left(\boldsymbol{R}, \boldsymbol{k}, \omega_{n}\right) e^{i \boldsymbol{k} \cdot \boldsymbol{r}}, \tag{2.27}
\end{equation*}
$$

where $\boldsymbol{k}$ is the relative momentum.
The quasi-classical approximation is valid when $\Delta / E_{F} \ll 1$, or $\xi k_{F} \gg 1$, where $\Delta$ is superfluid gap, $E_{F}$ is the Fermi energy, $\xi$ is superfluid coherence length, and $k_{F}$ is the Fermi wave number. The condition is satisfied for most superconductors and the superfluid ${ }^{3} \mathrm{He}$, in which $\Delta / E_{F} \sim 10^{-3}$, and even for high- $T_{c}$ superconductors, in which $\Delta / E_{F} \sim 10^{-2}$. Under the condition, the Green's function has a peak with a width of $\Delta$ at the Fermi surface. Then, $k$-dependence of the Green's function can be integrated by the energy $\xi_{k}=\hbar^{2} k^{2} /(2 m)-\mu$, and the relative momentum in the other integrand can be replaced by the Fermi momentum $\boldsymbol{k}_{F}$. The unimportant rapid oscillating term $\exp \left(i \boldsymbol{k}_{F} \cdot \boldsymbol{r}\right)$ can be neglected, because we take the limit $r \rightarrow 0$ for calculation of physical quantities from the Green's function. The quasiclassical Green's function is defined in Nambu space by

$$
\int d \xi_{k} \widehat{\sigma}_{z} \widehat{G}\left(\boldsymbol{R}, \boldsymbol{k}, \omega_{n}\right) \equiv \widehat{g}\left(\boldsymbol{R}, \boldsymbol{k}_{F}, \omega_{n}\right) \equiv-i \pi\left(\begin{array}{cc}
\hat{g}\left(\boldsymbol{R}, \boldsymbol{k}_{F}, \omega_{n}\right) & i \hat{f}\left(\boldsymbol{R}, \boldsymbol{k}_{F}, \omega_{n}\right)  \tag{2.28}\\
\left.-i \underline{\hat{f}} \boldsymbol{R}, \boldsymbol{k}_{F}, \omega_{n}\right) & -\underline{\hat{g}}\left(\boldsymbol{R}, \boldsymbol{k}_{F}, \omega_{n}\right)
\end{array}\right) .
$$

The quasi-classical Green's function satisfies a normalization condition $\widehat{g}^{2}=-\pi^{2} \widehat{\sigma}_{0}$.

### 2.3.1 Eilenberger equation

Using the relation $\widehat{\sigma}_{z}^{2}=\widehat{\sigma}_{0}$, the Gor'kov equations (2.25) and (2.26) are rewritten as

$$
\begin{align*}
& \sum_{\gamma} \int d^{3} r_{3}\left\{\delta_{\alpha \gamma} \delta\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{3}\right)\left[i \hbar \omega_{n} \widehat{\sigma}_{z}+\left(\frac{\hbar^{2} \nabla_{3}^{2}}{2 m}+\mu\right) \widehat{\sigma}_{0}\right]\right. \\
& \left.\quad+\left(\begin{array}{cc}
-\Sigma_{\alpha \gamma}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{3}\right) & \Delta_{\alpha \gamma}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{3}\right) \\
-\Delta_{\gamma \alpha}^{*}\left(\boldsymbol{r}_{3}, \boldsymbol{r}_{1}\right) & -\Sigma_{\gamma \alpha}\left(\boldsymbol{r}_{3}, \boldsymbol{r}_{1}\right)
\end{array}\right)\right\} \widehat{\sigma}_{z} \widehat{G}_{\gamma \beta}\left(\boldsymbol{r}_{3}, \boldsymbol{r}_{2}, \omega_{n}\right)=\hbar \delta_{\alpha \beta} \delta\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right) \widehat{\sigma}_{0},
\end{align*} \begin{array}{r}
\sum_{\gamma} \int d^{3} r_{3} \widehat{\sigma}_{z} \widehat{G}_{\alpha \gamma}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{3}, \omega_{n}\right)  \tag{2.29}\\
\quad \times\left\{\delta_{\gamma \beta} \delta\left(\boldsymbol{r}_{3}-\boldsymbol{r}_{2}\right)\left[i \hbar \omega_{n} \widehat{\sigma}_{z}+\left(\frac{\hbar^{2} \nabla_{3}^{2}}{2 m}+\mu\right) \widehat{\sigma}_{0}\right]+\left(\begin{array}{cc}
-\Sigma_{\gamma \beta}\left(\boldsymbol{r}_{3}, \boldsymbol{r}_{2}\right) & \Delta_{\gamma \beta}\left(\boldsymbol{r}_{3}, \boldsymbol{r}_{2}\right) \\
-\Delta_{\beta \gamma}^{*}\left(\boldsymbol{r}_{2}, \boldsymbol{r}_{3}\right) & -\Sigma_{\beta \gamma}\left(\boldsymbol{r}_{2}, \boldsymbol{r}_{3}\right)
\end{array}\right)\right\} \\
=\hbar \delta_{\alpha \beta} \delta\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right) \widehat{\sigma}_{0} .
\end{array}
$$

By subtracting eq. (2.30) from eq. (2.29),

$$
\begin{align*}
& \frac{\hbar^{2}}{2 m}\left(\nabla_{1}^{2}-\nabla_{2}^{2}\right) \widehat{\sigma}_{z} \widehat{G}_{\alpha \beta}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}, \omega_{n}\right)+\left[i \hbar \omega_{n} \widehat{\sigma}_{z}, \widehat{\sigma}_{z} \widehat{G}_{\alpha \beta}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}, \omega_{n}\right)\right] \\
&+\sum_{\gamma} \int d^{3} r_{3}\left[\left(\begin{array}{cc}
-\Sigma_{\alpha \gamma}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{3}\right) & \Delta_{\alpha \gamma}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{3}\right) \\
-\Delta_{\gamma \alpha}^{*}\left(\boldsymbol{r}_{3}, \boldsymbol{r}_{1}\right) & -\Sigma_{\gamma \alpha}\left(\boldsymbol{r}_{3}, \boldsymbol{r}_{1}\right)
\end{array}\right) \widehat{\sigma}_{z} \widehat{G}_{\gamma \beta}\left(\boldsymbol{r}_{3}, \boldsymbol{r}_{2}, \omega_{n}\right)\right. \\
&\left.-\widehat{\sigma}_{z} \widehat{G}_{\alpha \gamma}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{3}, \omega_{n}\right)\left(\begin{array}{cc}
-\Sigma_{\gamma \beta}\left(\boldsymbol{r}_{3}, \boldsymbol{r}_{2}\right) & \Delta_{\gamma \beta}\left(\boldsymbol{r}_{3}, \boldsymbol{r}_{2}\right) \\
-\Delta_{\beta \gamma}^{*}\left(\boldsymbol{r}_{2}, \boldsymbol{r}_{3}\right) & -\Sigma_{\beta \gamma}\left(\boldsymbol{r}_{2}, \boldsymbol{r}_{3}\right)
\end{array}\right)\right]=0 . \tag{2.31}
\end{align*}
$$

The derivative operators can be rewritten by the center-of-mass coordinate and relative coordinate: $\nabla_{1}=\nabla_{R} / 2+\nabla_{r}$ and $\nabla_{2}=\nabla_{R} / 2-\nabla_{r}$. By the derivations operate the Green's function in the Fourier representation eq. (2.27),

$$
\begin{equation*}
\frac{\hbar^{2}}{2 m}\left(\nabla_{1}^{2}-\nabla_{2}^{2}\right) \widehat{\sigma}_{z} \widehat{G}_{\alpha \beta}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}, \omega_{n}\right)=\int \frac{d^{3} k}{(2 \pi)^{3}} i \hbar \boldsymbol{v} \cdot \nabla_{R} \widehat{\sigma}_{z} \widehat{G}_{\alpha \beta}\left(\boldsymbol{R}, \boldsymbol{k}, \omega_{n}\right) e^{i \boldsymbol{k} \cdot \boldsymbol{r}} \tag{2.32}
\end{equation*}
$$

where $\boldsymbol{v}=\hbar \boldsymbol{k} / m$. Therefore, eq. (2.31) is

$$
\begin{align*}
& i \hbar \boldsymbol{v} \cdot \nabla_{R} \widehat{\sigma}_{z} \widehat{G}_{\alpha \beta}\left(\boldsymbol{R}, \boldsymbol{k}, \omega_{n}\right)+\left[i \hbar \omega_{n} \widehat{\sigma}_{z}, \widehat{\sigma}_{z} \widehat{G}_{\alpha \beta}\left(\boldsymbol{R}, \boldsymbol{k}, \omega_{n}\right)\right] \\
& +\sum_{\gamma}\left[\left(\begin{array}{cc}
-\Sigma_{\alpha \gamma}(\boldsymbol{R}, \boldsymbol{k}) & -\Delta_{\alpha \gamma}(\boldsymbol{R}, \boldsymbol{k}) \\
\Delta_{\gamma \alpha}^{*}(\boldsymbol{R}, \boldsymbol{k}) & -\Sigma_{\gamma \alpha}(\boldsymbol{R},-\boldsymbol{k})
\end{array}\right) \widehat{\sigma}_{z} \widehat{G}_{\gamma \beta}\left(\boldsymbol{R}, \boldsymbol{k}, \omega_{n}\right)\right. \\
&  \tag{2.33}\\
& \left.\quad-\widehat{\sigma}_{z} \widehat{G}_{\alpha \gamma}\left(\boldsymbol{R}, \boldsymbol{k}, \omega_{n}\right)\left(\begin{array}{cc}
-\Sigma_{\gamma \beta}(\boldsymbol{R}, \boldsymbol{k}) & -\Delta_{\gamma \beta}(\boldsymbol{R}, \boldsymbol{k}) \\
\Delta_{\beta \gamma}^{*}(\boldsymbol{R}, \boldsymbol{k}) & -\Sigma_{\beta \gamma}(\boldsymbol{R},-\boldsymbol{k})
\end{array}\right)\right]=0
\end{align*}
$$

Here, we use the quasi-classical approximation, i.e. the Green's function is integrated by the energy $\xi_{k}$ and the other relative momentum is replaced by the Fermi momentum $\boldsymbol{k}_{F}$. Then, we obtain the Eilenberger equation with the quasi-classical Green's function [27]:

$$
\begin{equation*}
i \hbar \boldsymbol{v}_{F} \cdot \nabla_{R} \widehat{g}\left(\boldsymbol{R}, \boldsymbol{k}_{F}, \omega_{n}\right)+\left[i \hbar \omega_{n} \widehat{\sigma}_{z}-\widehat{\Delta}\left(\boldsymbol{R}, \boldsymbol{k}_{F}\right)-\widehat{\Sigma}\left(\boldsymbol{R}, \boldsymbol{k}_{F}\right), \widehat{g}\left(\boldsymbol{R}, \boldsymbol{k}_{F}, \omega_{n}\right)\right]=0 \tag{2.34}
\end{equation*}
$$

where $\boldsymbol{v}_{F}$ is the Fermi velocity. The matrices are defined

$$
\widehat{\Delta}\left(\boldsymbol{R}, \boldsymbol{k}_{F}\right) \equiv\left(\begin{array}{cc}
0 & \hat{\Delta}\left(\boldsymbol{R}, \boldsymbol{k}_{F}\right)  \tag{2.35}\\
-\hat{\Delta}^{\dagger}\left(\boldsymbol{R}, \boldsymbol{k}_{F}\right) & 0
\end{array}\right), \widehat{\Sigma}\left(\boldsymbol{R}, \boldsymbol{k}_{F}\right) \equiv\left(\begin{array}{cc}
\hat{\Sigma}\left(\boldsymbol{R}, \boldsymbol{k}_{F}\right) & 0 \\
0 & \hat{\Sigma}^{T}\left(\boldsymbol{R},-\boldsymbol{k}_{F}\right)
\end{array}\right) .
$$

### 2.3.2 Riccati equations

We solve Eilenberger equation (2.34) by the Riccati method [28, 29]. We introduce projection matrices:

$$
\begin{equation*}
\widehat{P}_{ \pm} \equiv \frac{1}{2}\left(\widehat{\sigma}_{0} \mp \frac{i}{\pi} \widehat{g}\right) \tag{2.36}
\end{equation*}
$$

The matrices satisfy the following relations:

$$
\begin{align*}
\widehat{P}_{ \pm} \widehat{P}_{ \pm} & =\widehat{P}_{ \pm}  \tag{2.37}\\
\widehat{P}_{+} \widehat{P}_{-} & =\widehat{P}_{-} \widehat{P}_{+}=0  \tag{2.38}\\
\widehat{P}_{+}+\widehat{P}_{-} & =\widehat{\sigma}_{0}  \tag{2.39}\\
\widehat{P}_{-}-\widehat{P}_{+} & =\frac{i}{\pi} \widehat{g}^{2} \tag{2.40}
\end{align*}
$$

The projection matrices satisfy the Eilenberger equation (2.34):

$$
\begin{equation*}
i \hbar \boldsymbol{v}_{F} \cdot \nabla \widehat{P}_{ \pm}+\left[i \hbar \omega_{n} \widehat{\sigma}_{z}-\widehat{\Delta}-\widehat{\Sigma}, \widehat{P}_{ \pm}\right]=0 \tag{2.41}
\end{equation*}
$$

Here, we introduce Riccati amplitude $\hat{a}$ and $\hat{b}$ as

$$
\begin{align*}
& \widehat{P}_{+}=\binom{\hat{\sigma}_{0}}{-i \hat{b}}\left(\hat{\sigma}_{0}+\hat{a} \hat{b}\right)^{-1}\left(\begin{array}{ll}
\hat{\sigma}_{0} & i \hat{a}
\end{array}\right), \\
& \widehat{P}_{-}=\binom{-i \hat{a}}{\hat{\sigma}_{0}}\left(\hat{\sigma}_{0}+\hat{b} \hat{a}\right)^{-1}\left(\begin{array}{ll}
i \hat{b} & \hat{\sigma}_{0}
\end{array}\right) \tag{2.42}
\end{align*}
$$

The projection matrices satisfy the relations (2.37) and (2.38). By substitution eqs. (2.42) for eq. (2.41), we obtain Riccati equations:

$$
\begin{align*}
& \hbar \boldsymbol{v}_{F} \cdot \boldsymbol{\nabla}_{R} \hat{a}\left(\boldsymbol{R}, \boldsymbol{k}_{F}, \omega_{n}\right) \\
& \quad=\hat{\Delta}\left(\boldsymbol{R}, \boldsymbol{k}_{F}\right)-\hat{a}\left(\boldsymbol{R}, \boldsymbol{k}_{F}, \omega_{n}\right) \hat{\Delta}^{\dagger}\left(\boldsymbol{R}, \boldsymbol{k}_{F}\right) \hat{a}\left(\boldsymbol{R}, \boldsymbol{k}_{F}, \omega_{n}\right)-2 \hbar \omega_{n} \hat{a}\left(\boldsymbol{R}, \boldsymbol{k}_{F}, \omega_{n}\right),  \tag{2.43}\\
& -\hbar \boldsymbol{v}_{F} \cdot \boldsymbol{\nabla}_{R} \hat{b}\left(\boldsymbol{R}, \boldsymbol{k}_{F}, \omega_{n}\right) \\
& \quad=\hat{\Delta}^{\dagger}\left(\boldsymbol{R}, \boldsymbol{k}_{F}\right)-\hat{b}\left(\boldsymbol{R}, \boldsymbol{k}_{F}, \omega_{n}\right) \hat{\Delta}\left(\boldsymbol{R}, \boldsymbol{k}_{F}\right) \hat{b}\left(\boldsymbol{R}, \boldsymbol{k}_{F}, \omega_{n}\right)-2 \hbar \omega_{n} \hat{b}\left(\boldsymbol{R}, \boldsymbol{k}_{F}, \omega_{n}\right) . \tag{2.44}
\end{align*}
$$

The equations are solved by integration toward $\boldsymbol{k}_{F}$ for $\hat{a}\left(\boldsymbol{R}, \boldsymbol{k}_{F}, \omega_{n}\right)$ and toward $-\boldsymbol{k}_{F}$ for $\hat{b}\left(\boldsymbol{R}, \boldsymbol{k}_{F}, \omega_{n}\right)$. From the relations (2.39) and (2.40), the quasi-classical Green's function is given as

$$
\widehat{g}=-i \pi\left(\begin{array}{cc}
\left(\hat{\sigma}_{0}+\hat{a} \hat{b}\right)^{-1} & 0  \tag{2.45}\\
0 & \left(\hat{\sigma}_{0}+\hat{b} \hat{a}\right)^{-1}
\end{array}\right)\left(\begin{array}{cc}
\hat{\sigma}_{0}-\hat{a} \hat{b} & 2 i \hat{a} \\
-2 i \hat{b} & -\left(\hat{\sigma}_{0}-\hat{b} \hat{a}\right)
\end{array}\right) .
$$

### 2.4 Ginzburg-Landau theory

Since the OP is small in the vicinity of the superfluid transition temperature, difference of the free energy between the superfluid state $F_{S}$ and normal state $F_{N}$ can be expanded by the OP. The difference of the free energy is

$$
\begin{align*}
F_{S}-F_{N}=\int d^{3} R\langle\alpha & \alpha \operatorname{Tr}\left[\hat{\Delta}^{\dagger}\left(\boldsymbol{R}, \boldsymbol{k}_{F}\right) \hat{\Delta}\left(\boldsymbol{R}, \boldsymbol{k}_{F}\right)\right] \\
+ & \beta \operatorname{Tr}\left[\hat{\Delta}^{\dagger}\left(\boldsymbol{R}, \boldsymbol{k}_{F}\right) \hat{\Delta}\left(\boldsymbol{R}, \boldsymbol{k}_{F}\right) \hat{\Delta}^{\dagger}\left(\boldsymbol{R}, \boldsymbol{k}_{F}\right) \hat{\Delta}\left(\boldsymbol{R}, \boldsymbol{k}_{F}\right)\right] \\
+ & K \operatorname{Tr}\left[\left\{\boldsymbol{k}_{F} \cdot \nabla_{R} \hat{\Delta}^{\dagger}\left(\boldsymbol{R}, \boldsymbol{k}_{F}\right)\right\}\left\{\boldsymbol{k}_{F} \cdot \nabla_{R} \hat{\Delta}\left(\boldsymbol{R}, \boldsymbol{k}_{F}\right)\right\}\right] \\
& \left.+\operatorname{Tr}\left[\hat{\Delta}^{\dagger}\left(\boldsymbol{R}, \boldsymbol{k}_{F}\right) \hat{V}\left(\boldsymbol{R}, \boldsymbol{k}_{F}\right) \hat{\Delta}\left(\boldsymbol{R}, \boldsymbol{k}_{F}\right)\right]\right\rangle_{\boldsymbol{k}_{F}} \\
\equiv & \int d^{3} R\left\langle f\left(\boldsymbol{R}, \boldsymbol{k}_{F}\right)+\operatorname{Tr}\left[\hat{\Delta}^{\dagger}\left(\boldsymbol{R}, \boldsymbol{k}_{F}\right) \hat{V}\left(\boldsymbol{R}, \boldsymbol{k}_{F}\right) \hat{\Delta}\left(\boldsymbol{R}, \boldsymbol{k}_{F}\right)\right]\right\rangle_{\boldsymbol{k}_{F}} \tag{2.46}
\end{align*}
$$

where $\hat{V}\left(\boldsymbol{R}, \boldsymbol{k}_{F}\right)$ is external potential. This Ginzburg-Landau (GL) theory is valid in $T_{c}-T \ll$ $T_{c}$, where $T_{c}$ is the transition temperature. The GL free energy functional $f\left(\boldsymbol{R}, \boldsymbol{k}_{F}\right)$ has the gauge symmetry and rotational symmetry in the momentum space and spin space. Since $\operatorname{Tr}[\cdots]$ in GL free energy functional is positive, signs of the coefficients $\alpha, \beta$, and $K$ are fixed. The coefficient $\alpha$ for the quadratic term of the OP changes a sign at the transition temperature, namely, $\alpha>0$ in $T>T_{c}$ and $\alpha<0$ in $T<T_{c}$, according to $\alpha \propto T-T_{c}$. Therefore, the OP is finite below $T_{c}$ and vanishes above $T_{c}$. The quartic coefficient $\beta$ is
positive so that the finite OP gives the free energy minimum. The coefficient $K$ for the gradient term is also positive so that the stationary OP gives the free energy minimum.

The OP for the $l$-wave paring state can be expanded as

$$
\begin{equation*}
\hat{\Delta}(\boldsymbol{r}, \boldsymbol{k})=i \hat{\sigma}_{y} A_{i j \cdots l}(\boldsymbol{r}) k_{i} k_{j} \cdots k_{l}, \tag{2.47}
\end{equation*}
$$

for the spin-singlet state, and

$$
\begin{equation*}
\hat{\Delta}(\boldsymbol{r}, \boldsymbol{k})=i \hat{\sigma}_{\mu} \hat{\sigma}_{y} A_{\mu i j \cdots l}(\boldsymbol{r}) k_{i} k_{j} \cdots k_{l}, \tag{2.48}
\end{equation*}
$$

for the spin-triplet state, where repeated indexes implies summation over $x, y$, and $z . A$ is rank- $l$ totally symmetric traceless tensor in the orbital space for the spin-singlet state [30, 31], and direct product of the tensor in the orbital space and rank- 1 tensor in the spin space for the spin-triplet state. Using features of the tensor $A$, the quadratic term in GL free energy functional can be expanded into one term with $A$. The quartic term can be expanded into $l+1$ terms for the spin-singlet state and $3 l+2$ terms for the spin-triplet state [32]. The gradient term can be expanded into three terms except for the $s$-wave paring state [33].

In this section, GL free energy functional is mentioned from symmetric consideration; however, that is obtained from microscopic theory.

## Chapter 3

## Multi-component neutral Fermi superfluids

The order parameter (OP) of the superfluid state for the $s$-wave pairing state is

$$
\begin{equation*}
\Delta_{\uparrow \downarrow}(\boldsymbol{r})=-\Delta_{\downarrow \uparrow}(\boldsymbol{r})=\Delta(\boldsymbol{r}), \tag{3.1}
\end{equation*}
$$

for the $p$-wave is

$$
\begin{equation*}
\hat{\Delta}(\boldsymbol{r}, \boldsymbol{k})=\sum_{\mu i} i \hat{\sigma}_{\mu} \hat{\sigma}_{y} A_{\mu i}(\boldsymbol{r}) k_{i} \tag{3.2}
\end{equation*}
$$

and for the $d$-wave is

$$
\begin{equation*}
\Delta_{\uparrow \downarrow}(\boldsymbol{r}, \boldsymbol{k})=-\Delta_{\downarrow \uparrow}(\boldsymbol{r}, \boldsymbol{k})=\sum_{i j} B_{i j}(\boldsymbol{r}) k_{i} k_{j} \tag{3.3}
\end{equation*}
$$

where $A_{\mu i}$ is rank-2 tensor [2] and $B_{i j}$ is rank-2 symmetric traceless tensor [30]. The superfluids with non-zero angular momentum are so-called multi-component superfluids. In this thesis, we discuss the spin-triplet $p$-wave superfluid, i.e. the superfluid ${ }^{3} \mathrm{He}$, and the spinless $p$-wave superfluid of Fermi atomic gases.

### 3.1 Superfluid ${ }^{3} \mathrm{He}$

The superfluid ${ }^{3} \mathrm{He}$ consists of spin-triplet $p$-wave Cooper pairs, which is no doubt on its identification [34]. There are three stable phases, A-, B-, and $\mathrm{A}_{1}$-phases, for the superfluid ${ }^{3} \mathrm{He}$ in a bulk (Fig. $3.1[35]$ ). The A-phase is stabilized in a narrow region at high temperature and high pressure without a magnetic field, while the B-phase is stabilized in another wide region within the superfluid phase. Under a magnetic field, the region of the A-phase becomes wide and that of the B-phase becomes narrow. Moreover, the $A_{1}$-phase appears near the transition temperature of the superfluid phase.

The superfluid ${ }^{3} \mathrm{He}$ in the A-phase is in the Anderson-Brinkman-Morel (ABM) state [36, 37]. The ABM state has the orbital angular momentum $L_{z}=1$ and the spin angular momentum $S_{z}=0$. The OP in the ABM state is described by

$$
\begin{equation*}
A_{\mu i}=\Delta_{A} \hat{d}_{\mu}(\hat{\boldsymbol{m}}+i \hat{\boldsymbol{n}})_{i} \tag{3.4}
\end{equation*}
$$



Figure 3.1: Taken from Salomaa and Volovik [35]. Phase diagram of the superfluid ${ }^{3} \mathrm{He}$ with temperature, pressure, and magnetic field. A region of the A-phase becomes wide and that of the B-phase becomes narrow under a magnetic field. The $A_{1}$-phase also appears under a magnetic field.
where $\Delta_{A}$ is amplitude of the OP toward the antinode direction. $\hat{\boldsymbol{m}}$ and $\hat{\boldsymbol{n}}$ are orthogonal, and $l$-vector $(\hat{\boldsymbol{l}})$ is defined by them as

$$
\begin{equation*}
\hat{\boldsymbol{l}} \equiv \hat{\boldsymbol{m}} \times \hat{\boldsymbol{n}} \tag{3.5}
\end{equation*}
$$

$l$-vector signifies the direction of the orbital angular momentum, or orbital chirality, and points to a point node (Fig. 3.2). $d$-vector $(\hat{\boldsymbol{d}})$ is perpendicular to the spin $\boldsymbol{S}$ of a Cooper pair, namely, $\hat{\boldsymbol{d}} \cdot \boldsymbol{S}=0$.

The superfluid ${ }^{3} \mathrm{He}$ in the B-phase is in the Balian-Werthamer (BW) state [38]. The BW state has the total angular momentum $\boldsymbol{J}=\boldsymbol{L}+\boldsymbol{S}=\mathbf{0}$. The OP in the BW state is described by

$$
\begin{equation*}
A_{\mu i}=\Delta_{B} R_{\mu i}(\hat{\boldsymbol{n}}, \theta) \tag{3.6}
\end{equation*}
$$

where $R_{\mu i}(\hat{\boldsymbol{n}}, \theta)$ is a rotation matrix with a rotation axis $\hat{\boldsymbol{n}}$ and a rotation angle $\theta$ about $\hat{\boldsymbol{n}}$. The rotation matrix gives the relative angle between the orbital momentum and $d$-vector. The BW state has an isotropic full gap with amplitude $\Delta_{B}$.

The superfluid ${ }^{3} \mathrm{He}$ in the $\mathrm{A}_{1}$-phase is in the spin polarized state by a magnetic field. The orbital state is the same as that in the ABM state.


Figure 3.2: Relation between $l$-vector and a point node of the OP in the ABM state, where $\Delta_{A}$ is amplitude of the OP toward the antinode direction.

### 3.1.1 Texture

Spatial structure of the OP, namely texture, is fully characterized by $l$-vector and $d$-vector for the A-phase, and $n$-vector and $\theta$-angle for the B -phase. The texture is constructed by vortices or boundary conditions in the restricted geometry, such as cylindrical geometry or slab (parallel plate) geometry.

For the A-phase, $l$-vector must be perpendicular to the boundary of the geometry to prevent motion of Cooper pairs toward the boundary. In other words, a point node is touched to the boundary to minimize loss of the condensation energy at the boundary. Relation between $l$-vector and $d$-vector is fixed by dipole-dipole interaction. The dipole-dipole interaction works $l$-vector and $d$-vector into parallel, where the characteristic length of spatial variation is the dipole coherence length $\xi_{d} \sim 10 \mu \mathrm{~m}$. Under a magnetic field, $d$-vector tends to be perpendicular to the magnetic field. The interaction by a magnetic field and the dipole-dipole interaction are comparable under a magnetic field $\sim 2 \mathrm{mT}$.

For the B-phase, $n$-vector is perpendicular to the boundary of the geometry and $\theta$-angle is fixed to Leggett angle, namely $\theta=\theta_{L} \equiv \cos ^{-1}(-1 / 4) \approx 104^{\circ}$, by dipole-dipole interaction in the absence of a magnetic field. Under a magnetic field, the OP amplitude toward the magnetic field is suppressed. In this situation, $n$-vector is parallel to a magnetic field and $\theta$-angle is fixed to

$$
\begin{equation*}
\theta=\cos ^{-1}\left(-\frac{1}{4} \frac{\Delta_{\|}}{\Delta_{\perp}}\right) \tag{3.7}
\end{equation*}
$$

where $\Delta_{\|}$and $\Delta_{\perp}$ are parallel and perpendicular components of the OP amplitude for the magnetic field, respectively. The parallel component $\Delta_{\|}$is suppressed by a magnetic field. If $\Delta_{\|}$vanishes by a high magnetic field, the superfluid ${ }^{3} \mathrm{He}$ is in the planar state.

### 3.1.2 Half-quantum vortex

When the superfluid ${ }^{3} \mathrm{He} \mathrm{A}$-phase is confined in slab geometry with a magnetic field $\gtrsim 2 \mathrm{mT}$ perpendicular to the slab, $l$-vector is perpendicular to the slab and $d$-vector is parallel to the slab. In this situation, it is possible to form half-quantum vortices (HQVs) [39, 40]. The HQV has a phase winding number $1 / 2$, namely the phase of the OP changes from 0 to $\pi$, with $\pi$-rotation of $d$-vector around the vortex core (Fig. 3.3).

The OP for the A-phase in the slab geometry on the $x-y$ plane with a high magnetic field


Figure 3.3: Variation of the OP around a HQV core. The phase of the OP changes from 0 to $\pi$ and $d$-vector rotates $\pi$.
toward the $z$-axis is described by

$$
\hat{\Delta}(\boldsymbol{r}, \boldsymbol{k})=\left(\begin{array}{cc}
\Delta_{A}(r) e^{i \Phi} \hat{d}_{\uparrow \uparrow}(\boldsymbol{r})\left(\hat{k}_{x}+i \hat{k}_{y}\right) & 0  \tag{3.8}\\
0 & \Delta_{A}(r) e^{i \Phi} \hat{d}_{\downarrow \downarrow}(\boldsymbol{r})\left(\hat{k}_{x}+i \hat{k}_{y}\right)
\end{array}\right)
$$

where $\hat{d}_{\uparrow \uparrow}=-\hat{d}_{x}(\boldsymbol{r})+i \hat{d}_{y}(\boldsymbol{r}), \hat{d}_{\downarrow \downarrow}=\hat{d}_{x}(\boldsymbol{r})+i \hat{d}_{y}(\boldsymbol{r})$, and $\Phi$ is the phase of the OP. The OP of the HQV can be described by $\Phi=\theta / 2$ and $\hat{\boldsymbol{d}}=\hat{\boldsymbol{x}} \cos (\theta / 2)-\hat{\boldsymbol{y}} \sin (\theta / 2)$ in Eq. (3.8) with the polar coordinates $(r, \theta)$. Then, the OP is written as

$$
\begin{equation*}
\Delta_{\Uparrow \uparrow}(\boldsymbol{r}, \boldsymbol{k})=-\Delta_{A}(r) e^{i \theta}\left(\hat{k}_{x}+i \hat{k}_{y}\right), \Delta_{\downarrow \downarrow}(\boldsymbol{r}, \boldsymbol{k})=\Delta_{A}(r)\left(\hat{k}_{x}+i \hat{k}_{y}\right) . \tag{3.9}
\end{equation*}
$$

Therefore, HQV can be regarded as that a spin polarized state has a phase winding number 1 [41, 42, 43].

Although the exotic HQV has been investigated, obvious evidence of the HQV has not been observed yet [44]. That remains as an important problem for the superfluid ${ }^{3} \mathrm{He}$.

### 3.2 Fermi atomic gases

In 1995, Bose-Einstein condensates (BECs) were realized in trapped Bose atomic gases of ${ }^{87} \mathrm{Rb}[5],{ }^{23} \mathrm{Na}[6]$, and ${ }^{7} \mathrm{Li}[7]$. Atomic gases are trapped and cooled to very low temperature, typically $\sim 100 \mathrm{nK}$, using techniques, such as magnetic or optical trap, laser cooling, evaporative cooling, etc. In ultracold atomic gases, almost atoms are in the condensed state. That is different from the superfluid ${ }^{4} \mathrm{He}$, where the density of particles in the condensate is only about $10 \%$ or less of the total density.

In related development, the superfluids of trapped Fermi atomic gases were also realized. The superfluids are BECs by molecules of the Fermi atoms [8, 9, 10] or Bardeen-CooperSchrieffer (BCS) superfluids by Cooper pairs of the Fermi atoms [11, 12]. The transition temperature of the BCS superfluid is $T_{c} \sim 0.1 T_{F}$, where $T_{F}$ is the Fermi temperature. It is higher than conventional superconductors, the superfluid ${ }^{3} \mathrm{He}$, in which $\sim 10^{-3} T_{F}$, and even high- $T_{c}$ superconductors, in which $\sim 10^{-2} T_{F}$. Note that a typical value of the Fermi temperature for Fermi atomic gases is sub- $\mu \mathrm{K}$.

Another superfluid with multi-component OP is a spinor BEC [45, 46, 47, 48] in ultracold Bose atomic gases with ${ }^{23} \mathrm{Na}$ or ${ }^{87} \mathrm{Rb}$. Spinor BECs have internal degrees of freedom, namely hyperfine spin, which appears as coupling of nuclear spin and electronic spin. Such system can be realized under optical traps; otherwise the hyperfine spin is polarized under magnetic traps. The OP is composed of $2 F+1$-component spinor owing to the hyperfine spin $F$.

### 3.2.1 Feshbach resonance

A great advantage of the atomic gases is that interparticle interaction, or scattering length, can be tuned efficiently by Feshbach resonance. We explain the mechanism of the Feshbach resonance according to Ref. [4].

Feshbach resonance appears when total energy in an open channel matches the energy of a bound state in a closed channel. Two particles in an initial open channel can be scattered to an intermediate state in a closed channel, which subsequently decays to two particles in an open channel. From perturbation theory, we can expect that scattering length $a$ has the form of a sum of terms of the type

$$
\begin{equation*}
a=\sum_{E} \frac{C}{E-E_{\mathrm{res}}}, \tag{3.10}
\end{equation*}
$$

where $E$ is energy of the particles in the open channel, $E_{\text {res }}$ is the energy of a state in the closed channels, and $C$ is a positive constant. Consequently, there will be large effects if the energy $E$ of the two particles in the entrance channel is close to the energy of a bound state in a closed channel. As we would expect from second-order perturbation theory for energy shifts, coupling between channels gives rise to a repulsive interaction if the energy of the scattering particles is greater than that of the bound state, and an attractive one if it is less. The closer the energy of the bound state is to the energy of the incoming particles in the open channels, the larger the effect on the scattering. Then, energy summation of the right hand side of eq. (3.10) is

$$
\begin{equation*}
a=a_{\mathrm{nr}}+\frac{C}{E_{\mathrm{th}}-E_{\mathrm{res}}}, \tag{3.11}
\end{equation*}
$$

where $a_{\mathrm{nr}}$ is a non-resonant scattering length and $E_{\mathrm{th}}=\epsilon_{\alpha}+\epsilon_{\beta}$ is a threshold energy of resonant open channels with internal energy $\epsilon_{\alpha}$ and $\epsilon_{\beta}$ of atoms in the channels $\alpha$ and $\beta$, respectively.

Since the energies of states depend on external parameters, such as the magnetic field, these resonances make it possible to tune the effective interaction between atoms. We imagine that the energy denominator in the second term of eq. (3.11) vanishes for a particular value of the magnetic field, $B=B_{0}$. Expanding the energy denominator about this value of the magnetic field, we find

$$
\begin{equation*}
E_{\mathrm{th}}-E_{\mathrm{res}} \approx\left(\mu_{\mathrm{res}}-\mu_{\alpha}-\mu_{\beta}\right)\left(B-B_{0}\right), \tag{3.12}
\end{equation*}
$$

where $\mu_{\alpha}=-\partial \epsilon_{\alpha} / \partial B$ and $\mu_{\beta}=-\partial \epsilon_{\beta} / \partial B$ are the magnetic moments of the two atoms in the open channel, and $\mu_{\mathrm{res}}=-\partial E_{\mathrm{res}} / \partial B$ is the magnetic moment of the molecular bound state. The scattering length is therefore given by

$$
\begin{equation*}
a=a_{\mathrm{nr}}\left(1-\frac{\Delta B}{B-B_{0}}\right), \tag{3.13}
\end{equation*}
$$

where $\Delta B$ is the width parameter of the resonance. A typical experimental result is shown in Fig. 3.4 [49].


Figure 3.4: Taken from Regal and Jin [49]. Scattering length versus magnetic field near the peak of Feshbach resonance for ${ }^{40} \mathrm{~K}$. Amplitude of scattering length varies according to $\left(B-B_{0}\right)^{-1}$ and the sign of it changes at $B_{0}$.

### 3.2.2 $p$-wave resonant Fermi atomic gases

By using magnetic Feshbach resonance, when $p$-wave interaction in a closed channel can be enhanced, we expect BCS superfluids by $p$-wave interactive Cooper pairs. In fact, there are vigorous activities toward realizing $p$-wave resonant superfluids in ${ }^{6} \mathrm{Li}[13,14,15]$ and ${ }^{40} \mathrm{~K}[16,17,18]$ recently. $p$-wave Feshbach resonance occurs at a different magnetic field in each hyperfine spin state of atoms, shown in Fig. 3.5 [13]. Since the spin state of superfluidity is fixed by the external magnetic field, the spin degrees of freedom are frozen, and hence only the orbital degrees of freedom are active. Here, the OP is characterized only by $A_{i}$, described as

$$
\begin{equation*}
\Delta(\boldsymbol{r}, \boldsymbol{k})=\sum_{i} A_{i}(\boldsymbol{r}) k_{i} . \tag{3.14}
\end{equation*}
$$

In a sense, the $p$-wave resonant superfluid is analogous to the "spinless" superfluid ${ }^{3} \mathrm{He} \mathrm{A}$ phase.

Symmetry of the orbital state of superfluidity is broken by dipole-dipole interaction. The dipole-dipole interaction between two alkaline atoms has the form

$$
\begin{equation*}
H_{s s}=-\alpha^{2} \frac{3\left(\hat{\boldsymbol{R}} \cdot \hat{\boldsymbol{s}}_{1}\right)\left(\hat{\boldsymbol{R}} \cdot \hat{\boldsymbol{s}}_{2}\right)-\hat{\boldsymbol{s}}_{1} \cdot \hat{\boldsymbol{s}}_{2}}{R^{3}}, \tag{3.15}
\end{equation*}
$$

where $\alpha$ is the fine structure constant, $\hat{s}_{i}$ is the spin of the valence electron on an alkaline atom $i, R$ is the interatomic separation, and $\hat{\boldsymbol{R}}$ is the unit vector defining the interatomic axis. When two dipoles are aligned head to tail they are in an attractive configuration, corresponding to $\hat{\boldsymbol{R}} \cdot \hat{\boldsymbol{s}}_{i}=1$. In contrast, when the dipoles are side by side they are in a repulsive configuration, corresponding to $\hat{\boldsymbol{R}} \cdot \hat{\boldsymbol{s}}_{i}=0$. Then, the dipole-dipole interaction acts to split the relative orbital state of two particles, depending on the projections of the orbital angular momentum, either $m_{l}= \pm 1$ or $m_{l}=0$, shown in Fig $3.6[17]$. This results in breaking of the degeneracy between

$$
\begin{equation*}
\hat{k}_{ \pm}=\mp \frac{1}{\sqrt{2}}\left(\hat{k}_{x} \pm i \hat{k}_{y}\right) \quad \text { and } \quad \hat{k}_{0}=\hat{k}_{z} . \tag{3.16}
\end{equation*}
$$



Figure 3.5: Taken from Zhang et al. [13]. Solid line: Threshold energy $E_{\text {th }}$ for the combination of the projections of the hyperfine spin state for incident atoms as $\left(m_{f 1}, m_{f 2}\right)=(-1 / 2,-1 / 2)$, $(1 / 2,-1 / 2)$, and $(1 / 2,1 / 2)$. Dashed line: Resonant energy $E_{\text {res }}$ for a closed channel with $p$ wave $(l=1)$ interaction. Feshbach resonance occurs at magnetic fields where the solid line intersects with the dashed line.


Figure 3.6: Taken from Ticknor et al. [17]. Schematic representation of classical dipoles interacting in different circular orbit. (a) An orbit with $m_{l}=0$. The dipole-dipole interaction changes between attraction and repulsion. (b) An orbit with $m_{l}= \pm 1$. The dipole-dipole interaction always repels one another.

This split was estimated to be large for ${ }^{40} \mathrm{~K}$ by Cheng and Yip [50, 51] from the clear difference in magnetic fields when Feshbach resonance occurs (splitting field is $0.47 \pm 0.08$ $\mathrm{G}[17])$. For ${ }^{6} \mathrm{Li}$, the split may be small, because an experiment conducted in a magnetic field of $H=158.5(7) \mathrm{G}$ shows no clear resonance splitting [15].

A critical difference between the superfluid ${ }^{3} \mathrm{He}$ and the $p$-wave resonant superfluid of atomic gases lies in the boundary conditions. In the superfluid ${ }^{3} \mathrm{He} \mathrm{A}$-phase, $l$-vector is always perpendicular to the boundary to minimize loss of the condensation energy at the boundary. On the other hand, since atomic gases are confined in a three-dimensional harmonic trap potential, where density of the condensation energy gradually decreases toward the outer region, $l$-vector tends to align parallel to the circumference [24, 25]. This orientation is advantageous because the condensation energy is maximally gained by allowing the point nodes to move out from the inner region. Moreover, shapes of the trap potential is easily controlled, such as cigar and pancake shapes. Textures for the $p$-wave resonant superfluid of atomic gases are discussed in Cap. 7.

## Chapter 4

## Majorana excitations

Recently, Majorana quasi-particles (QPs) and Majorana fermions have attracted much attention in the condensed matter physics [3] and for the application to topological quantum computations [52]. The Majorana QP and Majorana fermionic operator are defined by $\gamma^{\dagger}=\gamma$ and $\Psi^{\dagger}=\Psi$, respectively, which imply that the particle and antiparticle are identical. It has been proposed that the Majorana QPs bring non-Abelian statistics of vortices in chiral superfluids [41].

Candidate systems that exist the Majorana excitations are quite rare, e.g. spin-triplet superconductors or superfluids, fractional quantum Hall systems with the $5 / 2$ filling [53, 54], interfaces between a topological insulator and an $s$-wave superconductor [55], and $s$-wave superfluids with particular spin-orbit interactions [56]. Majorana excitations appear at a vortex or a surface, where QPs have the Andreev bound states. In this chapter, we introduce the Majorana excitations, namely $\gamma^{\dagger}=\gamma$ in a vortex and $\Psi^{\dagger}=\Psi$ at a surface, for spin-triplet superconductors of superfluids.

### 4.1 Majorana quasi-particle in vortex

If the self-energy in eq. (2.17) satisfies $\hat{\Sigma}^{\dagger}\left(\boldsymbol{r}_{2}, \boldsymbol{r}_{1}\right)=\hat{\Sigma}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)$, the following part of the Bogoliubov-de Gennes (BdG) equation has the symmetry:

$$
\begin{equation*}
-\widehat{\sigma}_{x}\left[\widehat{K}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)+\widehat{\Delta}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)\right]^{*} \widehat{\sigma}_{x}=\left[\widehat{K}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)+\widehat{\Delta}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)\right] . \tag{4.1}
\end{equation*}
$$

By using the symmetry, the matrix $\widehat{u}_{\nu}(\boldsymbol{r})$ is

$$
\widehat{u}_{\nu}(\boldsymbol{r})=\left(\begin{array}{cc}
\hat{u}_{\nu}(\boldsymbol{r}) & \hat{v}_{\nu}^{*}(\boldsymbol{r})  \tag{4.2}\\
\hat{v}_{\nu}(\boldsymbol{r}) & \hat{u}_{\nu}^{*}(\boldsymbol{r})
\end{array}\right) .
$$

Then, the BdG equation (2.17) can be reduced as

$$
\begin{equation*}
\int d^{3} r_{2}\left[\widehat{K}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)+\widehat{\Delta}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)\right]\binom{\hat{u}_{\nu}\left(\boldsymbol{r}_{2}\right)}{\hat{v}_{\nu}\left(\boldsymbol{r}_{2}\right)}=\binom{\hat{u}_{\nu}\left(\boldsymbol{r}_{1}\right)}{\hat{v}_{\nu}\left(\boldsymbol{r}_{1}\right)} \hat{E}_{\nu}, \tag{4.3}
\end{equation*}
$$

where $\hat{E}_{\nu} \equiv \operatorname{diag}\left[E_{\nu, \uparrow}, E_{\nu, \downarrow}\right]$. If we consider the energy for a spin, eq. (4.3) can be reduced as

$$
\begin{equation*}
\int d^{3} r_{2}\left[\widehat{K}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)+\widehat{\Delta}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)\right] \varphi_{\nu}\left(\boldsymbol{r}_{2}\right)=E_{\nu} \varphi_{\nu}\left(\boldsymbol{r}_{1}\right) \tag{4.4}
\end{equation*}
$$

where $\varphi_{\nu} \equiv\left[u_{\nu, 1}, u_{\nu, 2}, v_{\nu, 1}, v_{\nu, 2}\right]^{T}$. By using the symmetry of eq. (4.1), BdG equation is derived another form:

$$
\begin{equation*}
\int d^{3} r_{2}\left[\widehat{K}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)+\widehat{\Delta}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)\right] \widehat{\sigma}_{x} \varphi_{\nu}^{*}\left(\boldsymbol{r}_{2}\right)=-E_{\nu} \widehat{\sigma}_{x} \varphi_{\nu}^{*}\left(\boldsymbol{r}_{1}\right) \tag{4.5}
\end{equation*}
$$

By comparing eqs. (4.4) and (4.5), we have one-to-one mapping between positive energy states $\varphi_{E}$ and negative energy states $\varphi_{-E}=\widehat{\sigma}_{x} \varphi_{E}^{*}$. Bogoliubov QP operators are derived by eqs. (2.12) and (2.14):

$$
\begin{align*}
\gamma_{E} & =\int d^{3} r \varphi_{E}^{\dagger}(\boldsymbol{r}) \Psi(\boldsymbol{r}) \\
& =\int d^{3} r\left[u_{E, 1}^{*}(\boldsymbol{r}) \psi_{\uparrow}(\boldsymbol{r})+u_{E, 2}^{*}(\boldsymbol{r}) \psi_{\downarrow}(\boldsymbol{r})+v_{E, 1}^{*}(\boldsymbol{r}) \psi_{\uparrow}^{\dagger}(\boldsymbol{r})+v_{E, 2}^{*}(\boldsymbol{r}) \psi_{\downarrow}^{\dagger}(\boldsymbol{r})\right],  \tag{4.6}\\
\gamma_{-E} & =\int d^{3} r \varphi_{-E}^{\dagger}(\boldsymbol{r}) \Psi(\boldsymbol{r})=\int d^{3} r\left[\widehat{\sigma}_{x} \varphi_{E}^{*}(\boldsymbol{r})\right]^{\dagger} \Psi(\boldsymbol{r}) \\
& =\int d^{3} r\left[v_{E, 1}(\boldsymbol{r}) \psi_{\uparrow}(\boldsymbol{r})+v_{E, 2}(\boldsymbol{r}) \psi_{\downarrow}(\boldsymbol{r})+u_{E, 1}(\boldsymbol{r}) \psi_{\uparrow}^{\dagger}(\boldsymbol{r})+u_{E, 2}(\boldsymbol{r}) \psi_{\downarrow}^{\dagger}(\boldsymbol{r})\right] . \tag{4.7}
\end{align*}
$$

Therefore, we lead to the relation of the Bogoliubov QP operators $\gamma_{E}=\gamma_{-E}^{\dagger}$. The Bogoliubov QP with the zero energy is the Majorana QP, $\gamma_{0}^{\dagger}=\gamma_{0}$.

Chiral p-wave superfluids have nontrivial Caroli-de Gennes-Matricon (CdGM) states [57] at a vortex. It is possible for the CdGM states to have exact zero energy states $[58,59,60$, $61,54]$. We demonstrate it according to Ref. [60]. From now on, we disregard the self-energy. Then, the BdG equation (4.4) is

$$
\int d^{3} r_{2}\left(\begin{array}{cc}
\delta\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right)\left[-\frac{\hbar^{2} \nabla^{2}}{2 m}-\mu\right] \hat{\sigma}_{0} & \hat{\Delta}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)  \tag{4.8}\\
\hat{\Delta}^{\dagger}\left(\boldsymbol{r}_{2}, \boldsymbol{r}_{1}\right) & -\delta\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right)\left[-\frac{\hbar^{2} \nabla^{2}}{2 m}-\mu\right] \hat{\sigma}_{0}
\end{array}\right) \varphi_{\nu}\left(\boldsymbol{r}_{2}\right)=E_{\nu} \varphi_{\nu}\left(\boldsymbol{r}_{1}\right)
$$

By the Fourier transformation,

$$
\left(\begin{array}{cc}
{\left[-\frac{\hbar^{2} \nabla^{2}}{2 m}-\mu\right] \hat{\sigma}_{0}} & \hat{\Delta}(\boldsymbol{r}, \boldsymbol{k})  \tag{4.9}\\
\hat{\Delta}^{\dagger}(\boldsymbol{r}, \boldsymbol{k}) & -\left[-\frac{\hbar^{2} \nabla^{2}}{2 m}-\mu\right] \hat{\sigma}_{0}
\end{array}\right) \varphi_{\nu, \boldsymbol{k}}(\boldsymbol{r})=E_{\nu, \boldsymbol{k}} \varphi_{\nu, \boldsymbol{k}}(\boldsymbol{r})
$$

In weak-coupling case $\Delta \ll E_{F}$, since we can use quasi-classical approximation,

$$
\left(\begin{array}{cc}
-i \hbar \boldsymbol{v}_{F} \cdot \nabla \hat{\sigma}_{0} & \hat{\Delta}(\boldsymbol{r}, \boldsymbol{k})  \tag{4.10}\\
\hat{\Delta}^{\dagger}(\boldsymbol{r}, \boldsymbol{k}) & i \hbar \boldsymbol{v}_{F} \cdot \nabla \hat{\sigma}_{0}
\end{array}\right) \tilde{\varphi}_{\nu, \boldsymbol{k}}(\boldsymbol{r})=E_{\nu, \boldsymbol{k}} \tilde{\varphi}_{\nu, \boldsymbol{k}}(\boldsymbol{r})
$$

where $\varphi_{\nu, \boldsymbol{k}}(\boldsymbol{r})=\tilde{\varphi}_{\nu, \boldsymbol{k}}(\boldsymbol{r}) e^{i \boldsymbol{k} \cdot \boldsymbol{r}}$.
Since many properties of the low energy excitation modes do not depend on the exact structure of the OP and vortex core, we consider for simplicity the following paring states. For spin-singlet pairing,

$$
\begin{equation*}
\hat{\Delta}(\boldsymbol{r}, \boldsymbol{k})=i \hat{\sigma}_{y} \Delta(\boldsymbol{r})\left(k_{x}+i k_{y}\right)^{N} k_{z}^{l-N},(l: \text { even }) \tag{4.11}
\end{equation*}
$$

and for spin-triplet paring,

$$
\begin{equation*}
\hat{\Delta}(\boldsymbol{r}, \boldsymbol{k})=i \hat{\sigma}_{z} \hat{\sigma}_{y} \Delta(\boldsymbol{r})\left(k_{x}+i k_{y}\right)^{N} k_{z}^{l-N},(l: \text { odd }) \tag{4.12}
\end{equation*}
$$



Figure 4.1: Coordinate along the trajectory $s=r \cos \tilde{\phi}$ and the impact parameter $b=r \sin \tilde{\phi}$.
where $l$ is the projection of the orbital angular momentum of the Cooper pair along the $z$-axis and $0 \leq N \leq l$ is integer. The chiral superfluids are characterized by the nonzero value of the index $N$. We consider the vortex state as the OP

$$
\begin{equation*}
\Delta(\boldsymbol{r})=\Delta(r) e^{i m \phi}, \tag{4.13}
\end{equation*}
$$

where we take a cylindrical coordinate $\boldsymbol{r}=(r, \phi, z)$ and $m$ is integer. We omit the spin states, since they are not important for the low energy excitation modes. Then, eq. (4.10) can be reduced as

$$
\left(\begin{array}{cc}
-i \hbar \boldsymbol{v}_{F} \cdot \nabla & \Delta(r) e^{i\left(N \phi_{\boldsymbol{k}}+m \phi\right)}  \tag{4.14}\\
\Delta(r) e^{-i\left(N \phi_{\boldsymbol{k}}+m \phi\right)} & i \hbar \boldsymbol{v}_{F} \cdot \nabla
\end{array}\right) \Phi_{\nu, \boldsymbol{k}}(\boldsymbol{r})=E_{\nu, \boldsymbol{k}} \Phi_{\nu, \boldsymbol{k}}(\boldsymbol{r}),
$$

where $k_{x}=\cos \phi_{\boldsymbol{k}}$ and $k_{y}=\sin \phi_{\boldsymbol{k}}$.
Since the spatial derivative is along the trajectory, it is convenient to choose the following coordinate: the coordinate consists of $s=r \cos \left(\phi-\phi_{\boldsymbol{k}}\right)$ along the trajectory and the impact parameter $b=r \sin \left(\phi-\phi_{\boldsymbol{k}}\right)$, shown in Fig. 4.1. In this coordinate, eq. (4.14) is

$$
\left.\begin{array}{cc}
-i \hbar v_{F} \partial_{s} & \Delta\left(\sqrt{s^{2}+b^{2}}\right) e^{i\left[m \tilde{\phi}+(m+N) \phi_{\boldsymbol{k}}\right]} \\
\Delta\left(\sqrt{s^{2}+b^{2}}\right) e^{-i\left[m \tilde{\phi}+(m+N) \phi_{\boldsymbol{k}}\right]} & i \hbar v_{F} \partial_{s} \tag{4.15}
\end{array}\right) \Phi_{\nu, \boldsymbol{k}}(s, b),
$$

where $\tilde{\phi} \equiv \phi-\phi_{\boldsymbol{k}}$ and $\tan \tilde{\phi}=b / s$.
The state with the lowest energy corresponds to trajectories which cross the center of the vortex, namely $b=0$. Along this trajectory, $\sin \tilde{\phi}=0$ and $\cos \tilde{\phi}=\operatorname{sign}(s)$, where $\operatorname{sign}(x) \equiv x /|x|$. For odd integer $m$, eq. (4.15) is

$$
\begin{align*}
\left(\begin{array}{cc}
-i \hbar v_{F} \partial_{s} & \Delta(|s|) \operatorname{sign}(s) e^{i(m+N) \phi_{\boldsymbol{k}}} \\
\Delta(|s|) \operatorname{sign}(s) e^{-i(m+N) \phi_{\boldsymbol{k}}} & i \hbar v_{F} \partial_{s}
\end{array}\right) \Phi_{\nu, \boldsymbol{k}}(s, b & =0) \\
& =E_{\nu, \boldsymbol{k}} \Phi_{\nu, \boldsymbol{k}}(s, b=0) . \tag{4.16}
\end{align*}
$$

The eigenfunction of eq. (4.16) is

$$
\begin{equation*}
\Phi_{\nu, \boldsymbol{k}}(s, b=0) \propto e^{i(m+N) \frac{\phi_{\boldsymbol{k}}}{2} \hat{\sigma}_{z}}\binom{1}{-i} \Phi_{0}(s), \tag{4.17}
\end{equation*}
$$

with the zero energy, where

$$
\begin{equation*}
\Phi_{0}(s) \equiv \exp \left[-\int^{s} d s^{\prime} \operatorname{sign}\left(s^{\prime}\right) \frac{\Delta\left(\left|s^{\prime}\right|\right)}{\hbar v_{F}}\right] \tag{4.18}
\end{equation*}
$$

Here, $\exp \left[-(m+N) \phi_{\boldsymbol{k}} \hat{\sigma}_{y}\right]$ in the Hamiltonian of eq. (4.16) gives only the boundary condition of the eigenfunction:

$$
\begin{equation*}
\Phi_{\nu}\left(\phi_{\boldsymbol{k}}+2 \pi\right)=(-1)^{m+N} \Phi_{\nu}\left(\phi_{\boldsymbol{k}}\right) \tag{4.19}
\end{equation*}
$$

When $b$ is small, the contribution of $b$ can be treated as perturbation. Since $\sin \tilde{\phi} \approx b /|s|$, the perturbation Hamiltonian is

$$
\begin{equation*}
\hat{\mathcal{H}}^{\prime}=-b m \frac{\Delta(|s|)}{|s|} \hat{\sigma}_{y} . \tag{4.20}
\end{equation*}
$$

The perturbation energy with angular momentum $L_{z}=-k_{F} b$ is

$$
\begin{equation*}
E\left(L_{z}\right)=\frac{\int d s \Phi_{\nu, \boldsymbol{k}}^{\dagger}(s, b=0) \hat{\mathcal{H}}^{\prime} \Phi_{\nu, \boldsymbol{k}}(s, b=0)}{\int d s \Phi_{\nu, \boldsymbol{k}}^{\dagger}(s, b=0) \Phi_{\nu, \boldsymbol{k}}(s, b=0)}=-m L_{z} \omega_{0}, \tag{4.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega_{0} \equiv \frac{\int d s\left|\Phi_{0}(s)\right|^{2} \frac{\Delta(|s|)}{k_{F}|s|}}{\int d s\left|\Phi_{0}(s)\right|^{2}} \sim \frac{1}{\hbar} \frac{\Delta^{2}}{E_{F}} \tag{4.22}
\end{equation*}
$$

We should consider $L_{z}$ as an operator in quantum mechanics. Then, the Hamiltonian corresponding to energy in eq. (4.21) is

$$
\begin{equation*}
\mathcal{H}\left(\phi_{\boldsymbol{k}}\right)=i m \hbar \omega_{0} \partial_{\phi_{\boldsymbol{k}}} . \tag{4.23}
\end{equation*}
$$

The Hamiltonian has the eigenfunctions

$$
\begin{equation*}
\Phi_{n, \boldsymbol{k}}=\exp \left(-i \frac{E_{n} \phi_{\boldsymbol{k}}}{m \hbar \omega_{0}}\right) . \tag{4.24}
\end{equation*}
$$

From the boundary condition in eq. (4.19), the energy is discretized as

$$
\begin{equation*}
E_{n}=n m h \omega_{0},(N: \text { odd }), \tag{4.25}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{n}=\left(n+\frac{1}{2}\right) m h \omega_{0},(N: \text { even }) \tag{4.26}
\end{equation*}
$$

with integer $n$ and odd integer $m$. Therefore, chiral $p$-wave superfluids ( $N=1$ ) have the exact zero energy excitation, namely Majorana QP $\gamma_{0}^{\dagger}=\gamma_{0}$, in the vortex with an odd winding number.


Figure 4.2: Taken from Ivanov [41]. Permutation of neighboring vortices. Dashed lines denote branch cuts of the phase jumping by $2 \pi$.

### 4.1.1 Non-Abelian statistics

A pair of conventional fermionic creation and annihilation operators span a 2D Hilbert space because their square vanishes. This is not true for the Majorana operators because $\gamma_{i}^{2}=$ $\gamma_{i} \gamma_{i}^{\dagger} \neq 0$. Thus, to avoid the problem when two Majorana QPs are present, we can construct "conventional" complex fermionic creation and annihilation operators, $\psi^{\dagger}=\left(\gamma_{1}-i \gamma_{2}\right) / 2$ and $\psi=\left(\gamma_{1}+i \gamma_{2}\right) / 2$, respectively, where the normalization is chosen as $\gamma_{i}^{2}=1$. These operators satisfy $\psi^{2}=\psi^{\dagger 2}=0$ and thus span a 2 D subspace of degenerate ground states associated with these operators [52].

Since a Majorana QP exists in a vortex with an odd winding number for chiral $p$-wave superfluid, a pair of the vortices can construct the "conventional" complex fermionic operators. Then, the vortices with a Majorana QP obey the non-Abelian statistics [54, 41], because the fermionic operators are defined in a pair of isolated vortices. These nontrivial properties can be utilized for a topological quantum computer [62]. Candidates of the non-Abelian vortex are a half-quantum vortex in the superfluid ${ }^{3} \mathrm{He} \mathrm{A}$-phase and a singular vortex in a "spinless" $p$-wave resonant superfluid of Fermi atomic gases.

We can show the non-Abelian statistics of braiding for the vortices with a Majorana QP according to Ref. [41]. We consider a system with $2 n$ vortices, far from each other. If the vortices move adiabatically slowly so that we can neglect transitions between subgap levels, the only possible effect of such vortex motion is a unitary evolution in the space of ground states. We consider a permutation of vortices which returns vortices to their original positions. By the permutation of vortices, we disregard the multiparticle state which acquires the overall phase in order to note the change of the bound state in the vortex.

When we permute the neighboring vortices with a winding number $m=1$, shown in Fig. 4.2 [41], $\gamma_{i}$ acquires a phase $2 \pi$, where a subscript of a Majorana QP operator indexes a host vortex. Since the wave function of the bound state in the vortex is proportional to $e^{i \frac{\phi}{2} \hat{\sigma}_{z}}$, the permutation of the vortices transforms $\gamma_{i}$ and $\gamma_{j}$ into $-\gamma_{j}$ and $\gamma_{i}$, respectively. Therefore, the action of $T_{i}$ on Majorana QPs is defined as

$$
T_{i}: \begin{cases}\gamma_{i} & \rightarrow \gamma_{i+1}  \tag{4.27}\\ \gamma_{i+1} & \rightarrow-\gamma_{i} \\ \gamma_{j} & \rightarrow \gamma_{j}\end{cases}
$$

where $j \neq i$ and $j \neq i+1 . T_{i}$ obeys the relation:

$$
\begin{align*}
T_{i} T_{j} & =T_{j} T_{i}, & & |i-j|>1  \tag{4.28}\\
T_{i} T_{j} T_{i} & =T_{j} T_{i} T_{j}, & & |i-j|=1
\end{align*}
$$

shown in Fig. 4.3 [41]. The braiding statistics is defined by the unitary operators in the space of ground states representing the braid operations of $B_{2 n}$. Since we disregard the multiparticle


Figure 4.3: Taken from Ivanov [41]. Defining relation for the braid group: $T_{i} T_{i+1} T_{i}=$ $T_{i+1} T_{i} T_{i+1}$. The manner of crossings is important.
state, the permutation of the vortices with a Majorana QP is projected from the braid group $B_{2 n}$. The explicit formulas for this representation may be written in terms of fermionic operators. For the purpose, we need to construct operators $\tau\left(T_{i}\right)$ obeying $\tau\left(T_{i}\right) \gamma_{j}\left[\tau\left(T_{i}\right)\right]^{-1}=$ $T_{i}\left(\gamma_{j}\right)$, where $T_{i}\left(\gamma_{j}\right)$ is defined by (4.27). The expression for $\tau\left(T_{i}\right)$ is

$$
\begin{equation*}
\tau\left(T_{i}\right)=\exp \left(\frac{\pi}{4} \gamma_{i+1} \gamma_{i}\right)=\frac{1}{\sqrt{2}}\left(1+\gamma_{i+1} \gamma_{i}\right) \tag{4.29}
\end{equation*}
$$

The operators are utilized for considering operation of a topological quantum computer [52]. A topological vortex qubit is defined through two pairs of vortices because the fermionic number is fixed to be even or odd [63].

### 4.2 Majorana edge fermion

In this section, we assume that the OP is uniform for simplicity. Then, eq. (4.10) is

$$
\left(\begin{array}{cc}
-i \hbar v_{\perp} \partial_{\perp} \hat{\sigma}_{0} & \hat{\Delta}(\boldsymbol{k})  \tag{4.30}\\
\hat{\Delta}^{\dagger}(\boldsymbol{k}) & i \hbar v_{\perp} \partial_{\perp} \hat{\sigma}_{0}
\end{array}\right) \tilde{\varphi}_{\boldsymbol{k}_{\|}}\left(r_{\perp}\right)=E_{\boldsymbol{k}_{\|}} \tilde{\varphi}_{\boldsymbol{k}_{\|}}\left(r_{\perp}\right)
$$

where subscripts $\perp$ and $\|$ indicate perpendicular and parallel components to a surface, respectively.

### 4.2.1 Chiral edge state

The chiral edge state is realized when the superfluid ${ }^{3} \mathrm{He} \mathrm{A}$-phase is confined in a slab [64, $21,22,23]$. If there is the surface at $x=0$ and $l$-vector and $d$-vector point to the $z$-direction, eq. (4.30) is described by

$$
\left(\begin{array}{cccc}
\epsilon(\boldsymbol{k}) & 0 & 0 & \Delta e^{i \phi_{\boldsymbol{k}}} \sin \theta_{\boldsymbol{k}}  \tag{4.31}\\
0 & \epsilon(\boldsymbol{k}) & \Delta e^{i \phi_{\boldsymbol{k}}} \sin \theta_{\boldsymbol{k}} & 0 \\
0 & \Delta e^{-i \phi_{\boldsymbol{k}}} \sin \theta_{\boldsymbol{k}} & -\epsilon(\boldsymbol{k}) & 0 \\
\Delta e^{-i \phi_{\boldsymbol{k}}} \sin \theta_{\boldsymbol{k}} & 0 & 0 & -\epsilon(\boldsymbol{k})
\end{array}\right) \tilde{\varphi}_{\boldsymbol{k}_{\|}}(x)=E_{\boldsymbol{k}_{\|}} \tilde{\varphi}_{\boldsymbol{k}_{\|}}(x)
$$

where $\Delta$ can be taken as real, $\boldsymbol{k}_{\|}=\left(k_{y}, k_{z}\right), \phi_{\boldsymbol{k}}$ and $\theta_{\boldsymbol{k}}$ are the polar angle such that $k_{x}=$ $k_{F} \cos \phi_{\boldsymbol{k}} \sin \theta_{\boldsymbol{k}}, k_{y}=k_{F} \sin \phi_{\boldsymbol{k}} \sin \theta_{\boldsymbol{k}}$, and $k_{z}=k_{F} \cos \theta_{\boldsymbol{k}}$, and $\epsilon(\boldsymbol{k})=-i \hbar v_{F} \cos \phi_{\boldsymbol{k}} \sin \theta_{\boldsymbol{k}} \partial_{x}$.

By the boundary condition $\varphi_{\boldsymbol{k}_{\|}}(x=0)=0$, the wave function is

$$
\begin{equation*}
\varphi_{\boldsymbol{k}_{\|}}(\boldsymbol{r})=\tilde{\varphi}_{\boldsymbol{k}_{\|}}(x) e^{i \boldsymbol{k}_{\|} \cdot \boldsymbol{r}_{\|} \sin \left(k_{x} x\right), ~} \tag{4.32}
\end{equation*}
$$

where $\boldsymbol{r}_{\|}=(y, z)$. Then, eq. (4.31) can be reduced as one-dimensional Dirac equation

$$
\left(\begin{array}{cc}
-i \hbar v_{F} \cos \phi_{\boldsymbol{k}} \sin \theta_{\boldsymbol{k}} \partial_{x} & \Delta e^{i \phi_{\boldsymbol{k}}} \sin \theta_{\boldsymbol{k}}  \tag{4.33}\\
\Delta e^{-i \phi_{\boldsymbol{k}}} \sin \theta_{\boldsymbol{k}} & i \hbar v_{F} \cos \phi_{\boldsymbol{k}} \sin \theta_{\boldsymbol{k}} \partial_{x}
\end{array}\right) \tilde{\Phi}_{\boldsymbol{k}_{\|}}(x)=E_{\boldsymbol{k}_{\|}} \tilde{\Phi}_{\boldsymbol{k}_{\|}}(x) .
$$

The eigenfunction of eq. (4.33) is

$$
\begin{equation*}
\tilde{\Phi}_{\boldsymbol{k}_{\|}}(x) \propto \exp \left(-\frac{\Delta x}{\hbar v_{F}}\right)\binom{1}{-i} \tag{4.34}
\end{equation*}
$$

with energy

$$
\begin{equation*}
E_{\boldsymbol{k}_{\|}}=\Delta \frac{k_{y}}{k_{F}} . \tag{4.35}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\Phi_{\boldsymbol{k}_{\|}}(\boldsymbol{r})=u_{k_{x}} e^{i \boldsymbol{k}_{\|} \cdot \boldsymbol{r}_{\|}} \sin \left(k_{x} x\right) \exp \left(-\frac{\Delta x}{\hbar v_{F}}\right)\binom{1}{-i} \tag{4.36}
\end{equation*}
$$

where the normalization constant $u_{k_{x}}$ satisfies

$$
\begin{equation*}
2\left|u_{k_{x}}\right|^{2} \int_{0}^{\infty} d x \sin ^{2}\left(k_{x} x\right) \exp \left(-\frac{2 \Delta x}{\hbar v_{F}}\right)=1 \tag{4.37}
\end{equation*}
$$

From eq. (2.12), field operators are expanded in terms of Bogoliubov operators $\gamma_{\boldsymbol{k}_{\|}, \sigma}$ as

$$
\begin{align*}
\binom{\psi_{\sigma}(\boldsymbol{r})}{\psi_{\sigma}^{\dagger}(\boldsymbol{r})}= & u_{k_{x}} \sin \left(k_{x} x\right) \exp \left(-\frac{\Delta x}{\hbar v_{F}}\right) \sum_{\boldsymbol{k}_{\|}, \sigma^{\prime}}\left[\gamma_{\boldsymbol{k}_{\|}, \sigma^{\prime}} e^{i \boldsymbol{k}_{\|} \cdot \boldsymbol{r}_{\|}}\binom{1}{-i}+\gamma_{\boldsymbol{k}_{\|}, \sigma^{\prime}}^{\dagger} e^{\left.-i \boldsymbol{k}_{\|} \cdot \boldsymbol{r}_{\|}\binom{i}{1}\right]}\right. \\
& +\Psi_{\text {bulk }} \tag{4.38}
\end{align*}
$$

where $\Psi_{\text {bulk }}$ denotes the contribution from the bulk excitations. Although $\Psi_{\text {bulk }}$ contains the low energy states due to point nodes, their contributions are negligible if $T \ll T_{c}$ is considered [21]. Therefore, the chiral edge state has the Majorana fermion $\psi_{\sigma}=i \psi_{\sigma}^{\dagger}$ for $T \ll T_{c}$.

### 4.2.2 Helical edge state

The helical edge state is realized for the superfluid ${ }^{3} \mathrm{He}$ B-phase $[65,66,67,68]$. We consider that there is the surface at $x=0$ and the rotation matrix of the OP is $\hat{R}\left(\hat{\boldsymbol{x}}, \theta_{L}\right)$. If we rotate the spin coordinate by the Leggett angle $\theta_{L}$ around the $x$-axis, the OP is described by

$$
\hat{\Delta}(\boldsymbol{k})=\left(\begin{array}{cc}
\Delta\left(-\cos \theta_{\boldsymbol{k}}+i \cos \phi_{\boldsymbol{k}} \sin \theta_{\boldsymbol{k}}\right) & \Delta \sin \phi_{\boldsymbol{k}} \sin \theta_{\boldsymbol{k}}  \tag{4.39}\\
\Delta \sin \phi_{\boldsymbol{k}} \sin \theta_{\boldsymbol{k}} & \Delta\left(\cos \theta_{\boldsymbol{k}}+i \cos \phi_{\boldsymbol{k}} \sin \theta_{\boldsymbol{k}}\right)
\end{array}\right)
$$

where $k_{x}=k_{F} \cos \theta_{\boldsymbol{k}}, k_{y}=k_{F} \cos \phi_{\boldsymbol{k}} \sin \theta_{\boldsymbol{k}}$, and $k_{z}=k_{F} \sin \phi_{\boldsymbol{k}} \sin \theta_{\boldsymbol{k}}$ with $-\pi / 2 \leq \theta_{\boldsymbol{k}} \leq \pi / 2$. Then, eq. (4.30) is described by

$$
\left(\begin{array}{cc}
\epsilon(\boldsymbol{k}) \hat{\sigma}_{0} & \hat{\Delta}(\boldsymbol{k})  \tag{4.40}\\
\hat{\Delta}^{\dagger}(\boldsymbol{k}) & -\epsilon(\boldsymbol{k}) \hat{\sigma}_{0}
\end{array}\right) \tilde{\varphi}_{\boldsymbol{k}_{\|}}(x)=E_{\boldsymbol{k}_{\|}} \tilde{\varphi}_{\boldsymbol{k}_{\|}}(x)
$$

where $\epsilon(\boldsymbol{k})=-i \hbar v_{F} \cos \theta_{\boldsymbol{k}} \partial_{x}$. By the boundary condition $\varphi_{\boldsymbol{k}_{\|}}(x=0)=0$, the wave function is

$$
\begin{equation*}
\varphi_{\boldsymbol{k}_{\|}}(\boldsymbol{r})=\tilde{\varphi}_{\boldsymbol{k}_{\|}}(x) e^{i \boldsymbol{k}_{\|} \cdot \boldsymbol{r}_{\|}} \sin \left(k_{x} x\right) \tag{4.41}
\end{equation*}
$$

For energy eigenvalue of the up-spin state

$$
\begin{equation*}
E_{\boldsymbol{k}_{\|}, \uparrow}=-\Delta \sin \theta_{\boldsymbol{k}} \tag{4.42}
\end{equation*}
$$

the eigenfunction is given by

$$
\tilde{\varphi}_{\boldsymbol{k}_{\|}, \uparrow}(x) \propto \exp \left(-\frac{\Delta x}{\hbar v_{F}}\right)\left(\begin{array}{c}
\sin \frac{\phi_{\boldsymbol{k}}+\pi}{2}  \tag{4.43}\\
i \cos \frac{\phi_{\boldsymbol{k}}+\pi}{2} \\
i \sin \frac{\phi_{\boldsymbol{k}}+\pi}{2} \\
\cos \frac{\phi_{\boldsymbol{k}}+\pi}{2}
\end{array}\right) .
$$

For the energy eigenvalue of the down-spin state

$$
\begin{equation*}
E_{\boldsymbol{k}_{\|}, \downarrow}=\Delta \sin \theta_{\boldsymbol{k}} \tag{4.44}
\end{equation*}
$$

the eigenfunction is given by

$$
\tilde{\varphi}_{\boldsymbol{k}_{\|}, \downarrow}(x) \propto \exp \left(-\frac{\Delta x}{\hbar v_{F}}\right)\left(\begin{array}{r}
\cos \frac{\phi_{k}+\pi}{2}  \tag{4.45}\\
-i \sin \frac{\phi_{\boldsymbol{k}}+\pi}{2} \\
i \cos \frac{\phi_{\boldsymbol{k}}+\pi}{2} \\
-\sin \frac{\phi_{\boldsymbol{k}}+\pi}{2}
\end{array}\right) .
$$

Therefore,

$$
\varphi_{\boldsymbol{k}_{\|}, \uparrow \mid}(\boldsymbol{r})=u_{k_{x}} e^{i \boldsymbol{k}_{\|} \cdot \boldsymbol{r}_{\|}} \sin \left(k_{x} x\right) \exp \left(-\frac{\Delta x}{\hbar v_{F}}\right)\left(\begin{array}{c}
\sin \frac{\phi_{k}+\pi}{2}  \tag{4.46}\\
i \cos \frac{\phi_{k}+\pi}{2} \\
i \sin \frac{\phi_{k}+\pi}{2} \\
\cos \frac{\phi_{k}+\pi}{2}
\end{array}\right),
$$

and

$$
\varphi_{\boldsymbol{k}_{\|, \downarrow}}(\boldsymbol{r})=u_{k_{x}} e^{i \boldsymbol{k}_{\|} \cdot \boldsymbol{r}_{\|}} \sin \left(k_{x} x\right) \exp \left(-\frac{\Delta x}{\hbar v_{F}}\right)\left(\begin{array}{r}
\cos \frac{\phi_{\boldsymbol{k}}+\pi}{2}  \tag{4.47}\\
-i \sin \frac{\phi_{\boldsymbol{k}}+\pi}{2} \\
i \cos \frac{\phi_{k}+\pi}{2} \\
-\sin \frac{\phi_{k}+\pi}{2}
\end{array}\right) .
$$

From eq. (2.12), field operators are expanded in terms of Bogoliubov operators $\gamma_{\boldsymbol{k}_{\|}, \sigma}$ as

$$
\begin{aligned}
& \left(\begin{array}{c}
\psi_{\uparrow}(\boldsymbol{r}) \\
\psi_{\downarrow}(\boldsymbol{r}) \\
\psi_{\uparrow}^{\dagger}(\boldsymbol{r}) \\
\psi_{\downarrow}^{\dagger}(\boldsymbol{r})
\end{array}\right)=u_{k_{x}} \sin \left(k_{x} x\right) \exp \left(-\frac{\Delta x}{\hbar v_{F}}\right)
\end{aligned}
$$

$$
\begin{align*}
& \left.+e^{-i \boldsymbol{k}_{\|} \cdot \boldsymbol{r}_{\|}}\left[\gamma_{\boldsymbol{k}_{\|}, \uparrow}^{\dagger}\left(\begin{array}{c}
-i \sin \frac{\phi_{\boldsymbol{k}}+\pi}{2} \\
\cos \frac{\phi_{\boldsymbol{k}}+\pi}{2} \\
\sin \frac{\phi_{\boldsymbol{k}}+\pi}{2} \\
-i \cos \frac{\phi_{\boldsymbol{k}}+\pi}{2}
\end{array}\right)+\gamma_{\boldsymbol{k}_{\|}, \downarrow}^{\dagger}\left(\begin{array}{c}
-i \cos \frac{\phi_{\boldsymbol{k}}+\pi}{2} \\
-\sin \frac{\phi_{\boldsymbol{k}}+\pi}{2} \\
\cos \frac{\phi_{\boldsymbol{k}}+\pi}{2} \\
i \sin \frac{\phi_{\boldsymbol{k}}+\pi}{2}
\end{array}\right)\right]\right\}+\Psi_{\mathrm{bulk}} \cdot \tag{4.48}
\end{align*}
$$

We can disregard gapped modes from a bulk, where energy is greater than $\Delta$, when $T \ll T_{c}$. Therefore, the helical edge state has the Majorana fermion $\psi_{\uparrow}=-i \psi_{\uparrow}^{\dagger}$ and $\psi_{\downarrow}=i \psi_{\downarrow}^{\dagger}$ for $T \ll T_{c}$.

## Chapter 5

## Superfluid ${ }^{3} \mathrm{He}$ in a cylinder

In this chapter, we discuss the textures of the superfluid ${ }^{3} \mathrm{He} \mathrm{A}$-phase confined in a narrow cylinder [19, 20]. It is known that in the absence of field, the Mermin-Ho (MH) texture [69, 70] is stable under confined geometries at rest where spontaneous mass current flows along the boundary wall. This MH texture is so generic and stable topologically, thus characteristic to multi-component order parameter ( OP ) superfluids. It exists even in the spinor BEC [71, 72, 73, 74]. However, as the confining system becomes smaller and comparable to their characteristic length scale $\sim \xi_{d}(\simeq 10 \mu \mathrm{~m})$, the texture formation becomes difficult due to the kinetic energy penalty, leading to destabilization of MH. Similarly MH becomes unstable under magnetic fields whose order is $H_{d}(\simeq 2 \mathrm{mT})$ [75, 76]. It is not known theoretically and experimentally what exactly condition is needed for that and what kind of texture is stabilized in such a situation.

Here we are going to solve this problem in connection with the on-going experiments performed in ISSP, Univ. of Tokyo. They use two narrow cylinders with radii $R=50 \mu \mathrm{~m}$ and $115 \mu \mathrm{~m}$ filled with ${ }^{3} \mathrm{He}$ A-phase. These two kinds of cylinders are rotated up to the maximum rotation speed $\Omega=11.5 \mathrm{rad} / \mathrm{s}$ under a field applied along the rotation axis $z$ and pressure $P=3.2 \mathrm{MPa}$. They monitor the NMR spectrum to characterize textures created in a sample. So far the following facts are found $[77,78,79,80,81]$ :
(1) At rest an un-identified texture is seen for both samples with $R=50 \mu \mathrm{~m}$ and $115 \mu \mathrm{~m}$. The texture, which has a characteristic resonance spectrum, persists down to the lowest temperature $T / T_{c}=0.7$, below which the B-phase starts to appear, from the onset temperature $T_{c}=2.3 \mathrm{mK}$. Thus the ground state in those narrow cylinders is this un-identified texture.
(2) Upon increasing $\Omega$ this texture is eventually changed into the MH texture which was identified before for $R=115 \mu \mathrm{~m}$ by the same NMR experiment [79]. The critical rotation speed $\Omega_{c} \sim 0.5 \mathrm{rad} / \mathrm{s}$, which is identified as a sudden intensity change of the main peak in the resonance spectrum.
(3) With further increasing $\Omega$ the so-called continuous unlocked vortex (CUV) are identified for $R=115 \mu \mathrm{~m}$ sample. The successive transitions from the MH to one CUV, two CUVs, etc., in high rotation regions are explained basically by Takagi [82] who solves the same GL functional as in this chapter. However, the calculations are assumed to be the A-phase in the whole region. Thus the following calculation is consistent with those by Takagi [82]. Those successive transitions are absent in $R=50 \mu \mathrm{~m}$ sample because the estimated critical $\Omega$ for CUV exceeds the maximum rotation speed $11.5 \mathrm{rad} / \mathrm{s}$ in the rotating cryostat in ISSP.
(4) The un-identified texture for $R=115 \mu \mathrm{~m}$ sample stable at rest and under low rotations exhibits a hysteretic behavior about $\pm \boldsymbol{\Omega}$ rotation sense [78], meaning that this texture with


Figure 5.1: The possible textures of the $l$-vectors (upper) and $d$-vectors (lower) are shown schematically. The Mermine-Ho (MH), radial disgyration (RD) and Pan-Am (PA) are for the $l$-vector textures (upper panel). The axial type (ax), radial disgyration (rd) and hyperbolic type (hb) are for the $d$-vector textures (lower panel). The points in MH, PA and rd-type denote positions of singularity.
$\boldsymbol{\Omega}>0$ differs from that with $\boldsymbol{\Omega}<0$, namely, this texture has polarity. These textures with $\pm \boldsymbol{\Omega}$ cannot continuously deform to each other. This feature is completely absent for the texture for $R=50 \mu \mathrm{~m}$ sample because the NMR spectra for $\pm \boldsymbol{\Omega}$ are identical [81]. Thus we have to distinguish two kinds of the texture which are stable at rest and under low rotations for $R=50 \mu \mathrm{~m}$ and $115 \mu \mathrm{~m}$. Before going into the detailed calculations, we introduce here the possible textures to be examined in the following: The texture consists of the orbital and spin parts, each of which is characterized by $l$-vector and $d$-vector respectively. Thus the total order parameter, or the texture is fully characterized by the combination of the $l$-texture and $d$-texture. In Fig. 5.1 we schematically show the possible $l$-textures and $d$ textures, where MH $l$-vector and ax-type $d$-vector change smoothly and flare out towards the wall. In contrast, the RD $[83,84]$ and the rd-type have a singularity at the center. $l$-vector in PA [85] and $d$-vector in hb-type show a hyperbolic like spatial structure. In the following we examine the four textures, MH-ax, MH-hb, RD-ax and RD-hb, which turn out to be relevant and compete energetically with each other in the present situations.

The arrangement of this chapter is as follows: After giving the Ginzburg-Landau (GL) free energy functional, we set up the GL parameters appropriate for the present experimental situation in Sec. 5.1. Here the boundary condition which is essential for the present narrow cylinders is examined. We explain also our numerics to evaluate various possible textures. In Sec. 5.2 we list up possible $l$-vector and $d$-vector textures both at rest and under rotation. In Sec. 5.3 we identify the ground state texture by comparing the GL free energy for various radii $R$ of the cylinder, rotation speeds $\Omega$ and magnetic fields $H$. We critically examine the on-going experiments at ISSP by using the rotating cryostat in the light of the above calculations in Sec. 5.4. The final section is devoted to a summary.

### 5.1 Formulation

### 5.1.1 Ginzburg-Landau functional for the superfluid ${ }^{3} \mathrm{He}$

The OP of the superfluid ${ }^{3} \mathrm{He}$ is given by [2]

$$
\begin{equation*}
\hat{\Delta}(\boldsymbol{r}, \boldsymbol{k})=\left(i \hat{\boldsymbol{\sigma}} \hat{\sigma}_{y}\right) \cdot \boldsymbol{\Delta}(\boldsymbol{r}, \boldsymbol{k}) \tag{5.1}
\end{equation*}
$$

with the Pauli matrix $\hat{\boldsymbol{\sigma}}$ in spin space. The $\boldsymbol{\Delta}$ can be expanded in orbital momentum directions,

$$
\begin{equation*}
\Delta_{\mu}(\boldsymbol{r}, \boldsymbol{k})=A_{\mu i}(\boldsymbol{r}) k_{i} \tag{5.2}
\end{equation*}
$$

where $A_{\mu i}(\boldsymbol{r})$ is a complex $3 \times 3$ matrix with a spin index $\mu$ and an orbital index $i$. The repeated index implies summation over $x, y$, and $z$. Thus superfluid ${ }^{3} \mathrm{He}$ is characterized rank- 2 tensor components $A_{\mu i}$ inherent in the $p$-wave pairing ( $L=1$ ) with spin $S=1$, where $\mu$ and $i$ denote cartesian coordinates of the spin and orbital spaces, respectively.

In order to understand the stable texture at rest and lower rotations, we examine the standard GL functional, which was written down in the 1970's. The parameters in the functional are well established thanks to the intensive theoretical and experimental studies over thirty years [86, 87, 88, 89, 90]. Namely, we start with the following GL form written in terms of the tensor $A$ forming OP of $p$-wave pairing. The most general GL functional density $f_{\text {bulk }}$ for the bulk condensation energy up to fourth order is written as

$$
\begin{align*}
f_{\mathrm{bulk}}=-\alpha A_{\mu i}^{*} A_{\mu i}+\beta_{1} A_{\mu i}^{*} A_{\mu i}^{*} A_{\nu j} A_{\nu j} & +\beta_{2} A_{\mu i}^{*} A_{\mu i} A_{\nu j}^{*} A_{\nu j}+\beta_{3} A_{\mu i}^{*} A_{\nu i}^{*} A_{\mu j} A_{\nu j} \\
& +\beta_{4} A_{\mu i}^{*} A_{\nu i} A_{\nu j}^{*} A_{\mu j}+\beta_{5} A_{\mu i}^{*} A_{\nu i} A_{\nu j} A_{\mu j}^{*} \tag{5.3}
\end{align*}
$$

which is invariant under spin and real space rotations in addition to the gauge invariance $\mathrm{U}(1) \times \mathrm{SO}^{(S)}(3) \times \mathrm{SO}^{(L)}(3)$. The coefficient $\alpha(T)$ of the second order invariant is $T$-dependent as usual, and the fourth order terms have five invariants with coefficients $\beta_{j}$ in general. The gradient energy consisting of the three independent terms is given by

$$
\begin{equation*}
f_{\mathrm{grad}}=K_{1}\left(\partial_{i}^{*} A_{\mu j}^{*}\right)\left(\partial_{i} A_{\mu j}\right)+K_{2}\left(\partial_{i}^{*} A_{\mu j}^{*}\right)\left(\partial_{j} A_{\mu i}\right)+K_{3}\left(\partial_{i}^{*} A_{\mu i}^{*}\right)\left(\partial_{j} A_{\mu j}\right) \tag{5.4}
\end{equation*}
$$

where $\partial_{i}=\nabla_{i}-i\left(2 m_{3} / \hbar\right)(\boldsymbol{\Omega} \times \boldsymbol{r})_{i}$ with the angular velocity $\boldsymbol{\Omega} \| \boldsymbol{z}$, which is parallel to the cylinder long axis and $\boldsymbol{\Omega}>0$ means the counter clock-wise rotation. In addition, there are the dipole and magnetic field energies:

$$
\begin{align*}
f_{\text {dipole }} & =g_{d}\left(A_{\mu \mu}^{*} A_{\nu \nu}+A_{\mu \nu}^{*} A_{\nu \mu}-\frac{2}{3} A_{\mu \nu}^{*} A_{\mu \nu}\right)  \tag{5.5}\\
f_{\text {field }} & =g_{m} H_{\mu} A_{\mu i}^{*} H_{\nu} A_{\nu i} \tag{5.6}
\end{align*}
$$

In the A-phase the spin and orbital parts of the OP are factorized, i.e. $A_{\mu i}=\hat{d}_{\mu} A_{i}$, where the spin part is denoted by $\hat{d}_{\mu}$ and the orbital part by $A_{i}$. The $\hat{\boldsymbol{d}}$ is a unit vector. We can describe the Anderson-Brinkman-Morel (ABM) and polar state under this notation. Now, eqs. (5.3) - (5.6) are rewritten as

$$
\begin{align*}
f_{\text {bulk }} & =-\alpha A_{i}^{*} A_{i}+\beta_{13} A_{i}^{*} A_{i}^{*} A_{j} A_{j}+\beta_{245} A_{i}^{*} A_{j}^{*} A_{i} A_{j},  \tag{5.7}\\
f_{\text {grad }} & =K_{1}\left(\partial_{i}^{*} \hat{d}_{\mu} A_{j}^{*}\right)\left(\partial_{i} \hat{d}_{\mu} A_{j}\right)+K_{2}\left(\partial_{i}^{*} \hat{d}_{\mu} A_{j}^{*}\right)\left(\partial_{j} \hat{d}_{\mu} A_{i}\right)+K_{3}\left(\partial_{i}^{*} \hat{d}_{\mu} A_{i}^{*}\right)\left(\partial_{j} \hat{d}_{\mu} A_{j}\right),  \tag{5.8}\\
f_{\text {dipole }} & =g_{d}\left[\hat{d}_{\mu} \hat{d}_{\nu}\left(A_{\mu}^{*} A_{\nu}+A_{\nu}^{*} A_{\mu}\right)-\frac{2}{3} A_{\nu}^{*} A_{\nu}\right],  \tag{5.9}\\
f_{\text {field }} & =g_{m} A_{i}^{*} A_{i}(\hat{\boldsymbol{d}} \cdot \boldsymbol{H})^{2} \tag{5.10}
\end{align*}
$$

where $\beta_{13}=\beta_{1}+\beta_{3}$, and $\beta_{245}=\beta_{2}+\beta_{4}+\beta_{5}$.
The coefficients $\alpha, \beta_{j}, K_{j}, g_{m}$, and $g_{d}$ are determined by Thuneberg [91] and Kita [92] as follows. The weak-coupling theory gives

$$
\begin{gather*}
\alpha=\frac{N(0)}{3}\left(1-\frac{T}{T_{c}}\right) \equiv \alpha_{0}\left(1-\frac{T}{T_{c}}\right),  \tag{5.11}\\
-2 \beta_{1}^{W C}=\beta_{2}^{W C}=\beta_{3}^{W C}=\beta_{4}^{W C}=-\beta_{5}^{W C}=\frac{7 \zeta(3) N(0)}{120\left(\pi k_{B} T_{c}\right)^{2}},  \tag{5.12}\\
K_{1}=K_{2}=K_{3}=\frac{7 \zeta(3) N(0)\left(\hbar v_{F}\right)^{2}}{240\left(\pi k_{B} T_{c}\right)^{2}} \equiv K, \tag{5.13}
\end{gather*}
$$

where $N(0)$ and $v_{F}$ are the density of states per spin and the Fermi velocity, respectively. The coefficients $\alpha_{0}$ and $K$ are estimated by eqs. (5.11) and (5.13) by using the values of $N(0)$, $T_{c}$ and $v_{F}$ which are determined experimentally by Greywall [88] within the weak-coupling theory. It is known that strong-coupling corrections for $\beta_{j}$ are needed to stabilize A-phase, and we use the $\beta_{j}$ values estimated by Sauls and Serene [87] theoretically. The strongcoupling corrections of $\beta_{13}$ and $\beta_{245}$ which are coefficients in Eq. (5.7) have good agreement with the corrections evaluated from experimental data [90]. The value of $g_{d}$ is [89]

$$
\begin{equation*}
g_{d}=\frac{\mu_{0}}{40}\left(\gamma \hbar N(0) \ln \frac{1.1339 \times 0.45 T_{F}}{T_{c}}\right)^{2}, \tag{5.14}
\end{equation*}
$$

where $\mu_{0}$ and $\gamma$ denote the permeability of vacuum and the gyromagnetic ratio, respectively, and $T_{F}$ is the Fermi temperature defined by $T_{F} \equiv 3 n / 4 N(0) k_{B}$ with the density $n$. Finally, $g_{m}$ is given within the weak-coupling expression by

$$
\begin{equation*}
g_{m}=\frac{7 \zeta(3) N(0)(\gamma \hbar)^{2}}{48\left[\left(1+F_{0}^{a}\right) \pi k_{B} T_{c}\right]^{2}}, \tag{5.15}
\end{equation*}
$$

with $F_{0}^{a}$ the Landau parameter taken from Wheatley [86] but corrected for the newly determined effective mass [88].

We set all the GL parameters to correspond to the above experimental pressure $P=3.2$ MPa , which are summarized as

$$
\begin{aligned}
\alpha_{0}=\frac{N(0)}{3} & =3.81 \times 10^{50} \mathrm{~J}^{-1} \mathrm{~m}^{-3}, \\
\beta_{1} & =-3.75 \times 10^{99} \mathrm{~J}^{-3} \mathrm{~m}^{-3}, \\
\beta_{2} & =6.65 \times 10^{99} \mathrm{~J}^{-3} \mathrm{~m}^{-3}, \\
\beta_{3} & =6.56 \times 10^{99} \mathrm{~J}^{-3} \mathrm{~m}^{-3}, \\
\beta_{4} & =5.99 \times 10^{99} \mathrm{~J}^{-3} \mathrm{~m}^{-3}, \\
\beta_{5} & =-8.53 \times 10^{99} \mathrm{~J}^{-3} \mathrm{~m}^{-3}, \\
K & =4.19 \times 10^{34} \mathrm{~J}^{-1} \mathrm{~m}^{-1}, \\
g_{d} & =5.61 \times 10^{44} \mathrm{~J}^{-1} \mathrm{~m}^{-3} \\
g_{m} & =1.35 \times 10^{44} \mathrm{~J}^{-1} \mathrm{~m}^{-3}(\mathrm{mT})^{-2}, \\
\frac{2 m_{3}}{\hbar} & =9.51 \times 10^{7} \mathrm{~m}^{-2} \mathrm{~s} .
\end{aligned}
$$

Corresponding to these parameters, the dipole field is estimated as $H_{d}=\sqrt{g_{d} / g_{m}} \sim 2 \mathrm{mT}$, which is a characteristic magnetic field where the dipole and magnetic field energies become same order.

The stable texture can be found by minimizing total free energy,

$$
\begin{equation*}
F=\int d^{3} r f(\boldsymbol{r})=\int d^{3} r\left(f_{\mathrm{bulk}}+f_{\mathrm{grad}}+f_{\mathrm{dipole}}+f_{\text {field }}\right) \tag{5.16}
\end{equation*}
$$

We have identified stationary solutions by numerically solving the variational equations: $\delta f(\boldsymbol{r}) / \delta \hat{d}_{\mu}(\boldsymbol{r})=0, \delta f(\boldsymbol{r}) / \delta A_{i}(\boldsymbol{r})=0$ in cylindrical systems, assuming the uniformity towards the $z$ direction. The height of the cylinders used in ISSP experiments are $\sim 3 \mathrm{~mm}$, which allows us to adopt this assumption. Thus we obtain the stable $d$-textures and $l$-textures. Namely, we solve the coupled GL equations in two dimensions. The $l$-vector is defined as

$$
\begin{equation*}
l_{i} \equiv-i \epsilon_{i j k} \frac{A_{j}^{*} A_{k}}{|\Delta|^{2}} \tag{5.17}
\end{equation*}
$$

where $\epsilon_{i j k}$ is totally antisymmetric tensor and $|\Delta|^{2}=A_{i}^{*} A_{i}$ is the squared amplitude of OP. The mass current is given by

$$
\begin{equation*}
j_{i} \equiv \frac{4 m_{3} K}{\hbar} \operatorname{Im}\left(A_{j}^{*} \nabla_{i} A_{j}+A_{j}^{*} \nabla_{j} A_{i}+A_{i}^{*} \nabla_{j} A_{j}\right) \tag{5.18}
\end{equation*}
$$

Here we expand the orbital part of the OP in the basis of spherical harmonics $Y_{l m}(l=1, m=$ $-1,0,1)$ for ease to express the initial configuration of the $l$-textures;

$$
\begin{equation*}
A(\hat{\boldsymbol{p}})=A_{+} \hat{p}_{+}+A_{0} \hat{p}_{0}+A_{-} \hat{p}_{-}, \tag{5.19}
\end{equation*}
$$

where $\hat{p}_{ \pm}=\mp\left(\hat{p}_{x} \pm i \hat{p}_{y}\right) / \sqrt{2}, \hat{p}_{0}=\hat{p}_{z}$ and $A_{ \pm}=\mp\left(A_{x} \mp i A_{y}\right) / \sqrt{2}, A_{0}=A_{z}$.
It is noted that the characteristic length associated with the dipole energy is given by $\xi_{d}=\sqrt{K / g_{d}}$, which is estimated to be an order of $10 \mu \mathrm{~m}$. In contrast, the usual coherence length is $\xi=\sqrt{K / \alpha}=\xi_{0} / \sqrt{1-T / T_{c}}$, where the coherence length at zero temperature $\xi_{0} \sim 0.01 \mu \mathrm{~m}$. These two length scales differ by three orders of magnitude which causes great difficulty to handle the problem involved both scales simultaneously. This is indeed our problem. The radial disgyration (RD) has a phase singularity at the center where the $l$-vector vanishes around $\xi$-scale region while MH has no singularity and $l$-vector is nonvanishing everywhere whose spatial variation is characterized by $\xi_{d}$. In order to compare two energies, we need to handle two scales simultaneously. Since at the boundary $l$-vector is constrained such that it is always perpendicular to the wall, thus RD and MH exhibit a similar $l$-vector texture, differing only around the center of a cylinder. We evaluate possible $l$-textures RD and MH in combination with $d$-textures; axial type (ax) and hyperbolic type (hb). The radial disgyration of $d$-texture (rd) is neglected since it has a singularity where superfluidity is broken. Namely, we mainly examine four kinds of texture, RD-ax, RD-hb, MH-ax and MH-hb in addition to the Pan-Am (PA) only for smaller systems in this paper. Those textures, we believe, exhausts all relevant stable textures. There is no other texture known in literature [2].

### 5.1.2 Numerics and boundary condition

The numerical computations have been done by using polar coordinates $(r, \theta)$. The radial direction $r$ is discretized into 1000 meshes for $R=50 \mu \mathrm{~m}$ system and 2300 meshes for $R=115$
$\mu \mathrm{m}$ while the azimuthal angle $\theta$ is discretized in 180 points. Thus the total lattice points are $1000 \times 180$ and $2300 \times 180$ in $(r, \theta)$ coordinate system for $R=50 \mu \mathrm{~m}$ and $R=115 \mu \mathrm{~m}$ respectively. The average lattice spacing is an order of $5 \xi_{0}$ for both cases, which is fine enough to accurately describe a singular core in RD. Note that we are considering high temperature region, $\xi\left(T=0.95 T_{c}\right) \sim 4.5 \xi_{0} \sim 45 \mathrm{~nm}$ while our lattice spacing is 50 nm . The advantages of using $(r, \theta)$ coordinate system over the rectangular $(x, y)$ system are (1) we can reduce the total lattice points, keeping the numerical accuracy and (2) it is easy to take into account the boundary condition at the wall where the $l$-vector orients along the perpendicular direction to the wall, namely the radial direction $\boldsymbol{r}$. The disadvantage is that we cannot describe the Pan-Am (PA) type configuration for the $l$-vector.

On each lattice points the nine variational parameters are assigned, coming from the complex variable $A_{i}(i=x, y, z)$ and the real three dimensional vector $d_{\mu}(\mu=x, y, z)$. These nine parameters are determined iteratively and self-consistently by solving the coupled GL equations. One solution needs $\sim 7$ days for $R=50 \mu \mathrm{~m}$ system and $\sim 20$ days for $R=115$ $\mu \mathrm{m}$ system by using OpenMP programming on a XEON 8 core machine. The applied field $H=21.6 \mathrm{mT}$ is taken for all calculation except for subsection 5.3.2.

In this chapter, we assume a specular boundary wall. At the wall, the components of the OP having momentum parallel to the wall are not affected, whereas the perpendicular component to the wall is suppressed completely. Realistic walls may be diffusive boundaries where the parallel components may be also reduced. However, since it is difficult to accurately estimate the reductions of OP, we apply the specular boundary condition in this chapter. The diffusive boundary condition is favorable for the PA texture over the RD, since the condensation energy which is cost by singularities at the wall decreases. For small radius cases $R \leq 20 \mu \mathrm{~m}$, we confirm that the PA texture is not stable compared to the RD (see subsection 5.2.3 for detail). For large radius cases, we examine the PA texture by considering the actual experimental results, because the numerical calculation for the PA texture is difficult.

### 5.2 Stable textures

In order to help identifying the possible texture realized in narrow cylinders ( $R=50 \mu \mathrm{~m}$ and $115 \mu \mathrm{~m}$ ) both at rest and under rotation, we first examine the detailed spatial structures for each texture, which consists of the $l$-vector and $d$-vector before discussing the relative stability among them under actual experimental setups.

### 5.2.1 Radial disgyration (RD)

The RD is characterized by having a singularity at the center where $A_{ \pm}(r=0)=0$ and $A_{0}(r=0) \neq 0$. Thus the vortex core is filled by $A_{0}$ component, namely it is a polar core vortex [93]. The associated $d$-vector texture could be either hb-type or ax-type. The $l$-vector texture can be obtained by starting with an initial configuration:

$$
\begin{align*}
A_{+}(r, \theta) & =\frac{\Delta_{A}}{2} \tanh \left(\frac{r}{\xi}\right) e^{-i \theta} \\
A_{0}(r, \theta) & =\frac{\Delta_{A}}{\sqrt{2}}  \tag{5.20}\\
A_{-}(r, \theta) & =\frac{\Delta_{A}}{2} \tanh \left(\frac{r}{\xi}\right) e^{i \theta}
\end{align*}
$$



Figure 5.2: Stable textures and current for RD-hb under $R=50 \mu \mathrm{~m}$ and $T / T_{c}=0.95$. (a) $l$-vector textures at rest. (b) $d$-vector textures at rest. (c) $l$-vector textures at $\Omega=3 \mathrm{rad} / \mathrm{s}$. (d) $d$-vector textures at $\Omega=3 \mathrm{rad} / \mathrm{s}$. The arrows indicate the $x-y$ component and color codes denote its $z$ component. (e) The $z$ component of the $l$-vector and (f) the current $j_{\theta}$ along the radial direction $r$ from the center. The red lines are at rest and blue lines are $\Omega=3 \mathrm{rad} / \mathrm{s}$. The solid (dashed) lines are along $x$ - ( $y$-) axis.
where $\Delta_{A}$ is the amplitude of OP in the bulk region far away from the center and boundary. The combination of the winding number in RD is $\left(w_{+}, w_{0}, w_{-}\right)=(-1,0,1)$, where $w_{+}, w_{0}$ and $w_{-}$are the winding numbers for $A_{+}, A_{0}$ and $A_{-}$respectively. The $A_{ \pm}$components are suppressed over $\xi$ distance from the center while the $A_{0}$ component is larger in the center. Since at the center only the $A_{0}$ component is non-vanishing, the polar state is realized there as mentioned before. It is seen from eq. (5.17) that in this RD form $l_{z}=0$ because of $\left|A_{+}\right|=\left|A_{-}\right|$.

In Fig. 5.2 we show the results of the stable RD-hb textures for $R=50 \mu \mathrm{~m}$, where Figs. 5.2(a) and $5.2(\mathrm{~b})$ at rest and Figs. $5.2(\mathrm{c})$ and $5.2(\mathrm{~d})$ at $\Omega=3 \mathrm{rad} / \mathrm{s}$. It is seen that $l$-vectors flare out from the center and point perpendicular to the wall (Fig. 5.2(a)). The $d$-vectors point almost to the horizontal direction (the $x$-axis), and curve near the wall (Fig. 5.2(b)), because the dipole interaction tends to align the $d$-vector parallel to the $l$ vector direction. We call it "hyperbolic" (hb). The $l$-vectors do not point completely to the radial direction, but are twisted slightly due to the dipole interaction. Since the $l$-vectors are strongly constrained by the boundary condition, they should be perpendicular to the wall so as to suppress the perpendicular motion of the Cooper pair. In other words, point nodes which locate to the $l$-vector direction should direct to the wall, thus saving the condensation energy loss. Note that there is no $z$-components for both $\boldsymbol{l}$ and $\boldsymbol{d}$ in RD-hb at rest. It will be soon shown that this RD texture is most stable at rest and lower rotations in narrow cylinders.

Once the rotation is turned on, the $l$-vectors and $d$-vectors now acquire the $z$ components. It is seen from Fig. 5.2(c) that the $l$-vectors tend to point the negative $z$ direction, recognized


Figure 5.3: Textures and current for RD-ax under $R=50 \mu \mathrm{~m}$ and $T / T_{c}=0.95$. (a) $l$-vector textures at rest. (b) $d$-vector textures at rest. (c) $l$-vector textures at $\Omega=3 \mathrm{rad} / \mathrm{s}$. (d) $d$-vector textures at $\Omega=3 \mathrm{rad} / \mathrm{s}$. The arrows indicate the $x-y$ component and color codes denote its $z$ component. (e) The $z$ component of the $l$-vector and (f) the current $j_{\theta}$ along the radial direction $r$ from the center. The red lines are at rest and blue lines are at $\Omega=3 \mathrm{rad} / \mathrm{s}$.
as the color changes and also seen from Fig. 5.2(e). That region is confined along the $y$ axis where the dipole interaction, which tend to $\boldsymbol{l} \| \boldsymbol{d}$, is not effective compared with other regions. In Fig. 5.2(e) the cross sections of $l_{z}$ component are displayed. It is clear that $l_{z}$ component is mainly induced along the $y$-axis. Simultaneously, as shown in Fig. 5.2(d) the $d$-vectors point to $\pm z$ directions whose boundary occurs along the vertical direction, that is, the $y$-axis. As shown in Fig. 5.2(f) the variation of the $l$-vectors produces the in-plane mass current. The $j_{\theta}(x, y)$ distributions in the $x-y$ plane are anisotropic. Along the radial direction the $j_{\theta}$ changes the sign, namely, it is the same direction as the external rotation in the central region while opposite in the outer region.

As for RD-ax, which is displayed in Fig. 5.3. The $l$-vector and $d$-vector textures at rest are shown in Figs. 5.3(a) and 5.3(b), respectively. These textures are seen to be cylindrically symmetric. The $d$-vectors around the center point to the negative $z$ direction (Fig. 5.3(b)). The area is characterized by magnetic coherence length $\xi_{h} \equiv \sqrt{K / g_{m} H^{2}}$, which is estimated to be an order of $1 \mu \mathrm{~m}$ in $H=21.6 \mathrm{mT}$. This length scale is larger than $\xi$, but smaller than $\xi_{d}$. Through the dipole interaction the $z$ component of the $l$-vector is induced in that area (see Fig. 5.3(a) and red line in Fig. 5.3(e)). The mass current flows even at rest exclusively around the center (see the red line in Fig. 5.3(f)). Under rotation the $z$ component of the $l$-vector in RD-ax acquires more negative component in the whole region (Fig. 5.3(c) and blue line in Fig. 5.3(e)), so that the mass current increases further (blue line in Fig. 5.3(f)). The $d$-texture almost remains unchanged (Fig. 5.3(d)).

### 5.2.2 Mermin-Ho (MH)

The MH texture does not include singularities, being the ABM state throughout the system. The $l$-vector is directed to the $z$-axis at the center, avoiding singularities. An initial configuration for the $l$-vector texture is

$$
\begin{align*}
A_{+}(r, \theta) & =\frac{\Delta_{A}}{2}[1+\cos \beta(r)], \\
A_{0}(r, \theta) & =\frac{\Delta_{A}}{\sqrt{2}} \sin \beta(r) e^{i \theta}  \tag{5.21}\\
A_{-}(r, \theta) & =\frac{\Delta_{A}}{2}[1-\cos \beta(r)] e^{2 i \theta}
\end{align*}
$$

where $\beta(r)=\pi r / 2 R$ varies linearly from 0 at the center to $\pi / 2$ at the wall. Thus the $l$-vector points towards the $z$ direction at the center and the radial direction at the wall. The $d$-vector texture could be either hb-type or ax-type.

The MH-hb is shown in Fig. 5.4 both at rest and under rotation. At rest the $z$ component of the $l$-vectors is non-vanishing around the center in an anisotropic manner (as seen from Fig. 5.4(a)). The anisotropy of the $l_{z}$ component in the $x-y$ plane is understood in terms of the dipole interaction, which is shown in Fig. 5.4(c). The correlation between the $l$-texture and $d$-texture produces the anisotropic arrangements in each textural configuration. The elongated $l_{z}$ component along the $y$ direction is already explained in the previous subsection. The length scales of the $l_{z}$ variation towards the $x$ and $y$ directions are characterized by $\xi_{d}$ and $R$ respectively. The $l$-vector and the associated $d$-vector variations along the $x$-axis at $y=0$ around the center are shown schematically in Fig. 5.5. It is seen that since the $l$-vectors (red arrows) flare out from the center, the $z$ component of the $d$-vector (blue arrows) changes the $\operatorname{sign}$ at $x=0$. This configuration embedded in the hyperbolic $d$-texture is most advantageous by increasing the parallel portion $(\boldsymbol{l} \| \boldsymbol{d})$ due to the dipole interaction. Since this structure is characterized by the winding number combination $\left(w_{+}, w_{0}, w_{-}\right)=(0,1,2)$, it yields the spontaneous mass current at rest (red lines in Fig. 5.4(d)). Thus MH has polarity which breaks the symmetry for $\pm \boldsymbol{\Omega}$ under rotation, and $j_{\theta}(x, y=0)$ is larger than $j_{\theta}(x=0, y)$ around the center, and this relation is reversed in the outer region. Under rotation the overall configuration of the $l$-vector and $d$-vector textures are not much changed compared with those at rest. The small changes of the $l_{z}$ component and $j_{\theta}$ are shown in Figs. 5.4(c) and $5.4(\mathrm{~d})$.

As for MH-ax shown in Fig. 5.6, the overall textures for $l$-vector and $d$-vector have cylindrical symmetry. Note that the winding number combination $(0,1,2)$ is the same as before. The $l$-vectors and $d$-vectors around the center whose length scales are characterized by $\xi_{d}$ and $\xi_{h}$, respectively. These two length scales also appear in $j_{\theta}$ as clearly seen from Fig. 5.6(d), where the sharp rise corresponds to $\xi_{h}$ and the maximum position to $\xi_{d}$. The $l_{z}$ component in Fig. 5.6(c) shows gradual changes characterized by $\xi_{d}$. The external rotation hardly changes these features.

### 5.2.3 Pan-Am texture

The $l$-texture in Pan-Am (PA) is characterized by the two singularities at the wall as shown schematically in Fig. 5.1. In order to stabilize the PA we start with the initial configuration


Figure 5.4: Stable textures and current for MH-hb under $R=50 \mu \mathrm{~m}$ and $T / T_{c}=0.95$. (a) $l$-vector and (b) $d$-vector textures at rest. The arrows indicate the $x-y$ component and color codes denote its $z$ component. (c) The $z$ component of the $l$-vector and (d) the current $j_{\theta}$ along the radial direction $r$ from the center. The red lines are at rest and blue lines are $\Omega=3$ $\mathrm{rad} / \mathrm{s}$. The solid (dashed) lines are along $x$ - ( $y-$ ) axis.


Figure 5.5: Arrangements of the $l$-vectors (red arrows) and $d$-vectors (blue arrows) for the MH-hb are shown schematically. The three pairs of arrows show schematically the variations along the $x$-axis around the center. Note that the angle between the $d$-vectors and the $x$-axis is exaggerated.


Figure 5.6: Textures and current for MH-ax under $R=50 \mu \mathrm{~m}$ and $T / T_{c}=0.95$. (a) $l$-vector and (b) $d$-vector textures at rest. The arrows indicate the $x-y$ component and color codes denote its $z$ component. (c) The $z$ component of the $l$-vector and (d) the current $j_{\theta}$ along the radial direction $r$ from the center. The red lines are at rest and blue lines are $\Omega=3 \mathrm{rad} / \mathrm{s}$.
given by

$$
\begin{align*}
A_{+}(r, \theta) & =-\frac{\Delta_{A}}{2}(\sin \alpha-i \cos \alpha), \\
A_{0}(r, \theta) & =i \frac{\Delta_{A}}{\sqrt{2}}  \tag{5.22}\\
A_{-}(r, \theta) & =\frac{\Delta_{A}}{2}(\sin \alpha+i \cos \alpha),
\end{align*}
$$

with

$$
\tan \alpha(r, \theta)=-\frac{r^{2} \sin 2 \theta}{R^{2}+r^{2} \cos 2 \theta},
$$

where $R$ is the radius of the system. The angle $\tan \alpha$ diverges at $(r, \theta)=(R, \pm \pi / 2)$. At those positions the OP amplitudes $A_{ \pm}$must be zero so that those are avoided. Around those points the phase windings are $\left(w_{+}, w_{0}, w_{-}\right)=(-1,0,1)$. Therefore those are analogous to the $R D$ in the phase structure because the singularity at the center in $R D$ is regarded to be split into two in PA.

We show here the stabilized PA structure for small size system $R=20 \mu \mathrm{~m}$ in Fig. 5.7 where the $l$-vector and $d$-vector structures are displayed. From Fig. 5.7(a) the $l$-vectors tend to curve near the wall to satisfy the boundary condition, which causes the curving of the $d$-vectors shown in Fig. 5.7(b), otherwise they are straight pointing to the $x$ direction. We notice that the energy of this PA is higher than the previous four kinds of the textures mentioned above. This is also true for smaller systems with different $R$ 's.


Figure 5.7: (a) $l$-vector and (b) $d$-vector textures at rest for PA-hb under $R=20 \mu \mathrm{~m}$ and $T / T_{c}=0.95$. The arrows indicate the $x-y$ component.

### 5.3 Size-dependence and magnetic field effects

### 5.3.1 Size-dependence and the critical rotation speed

We show the free energy of four textures, which are RD-hb (solid line), RD-ax (dotted line), MH-hb (dashed line) and MH-ax (dot-dash line), in Fig. 5.8 for $R=50 \mu \mathrm{~m}, R=115 \mu \mathrm{~m}$ and intermediate radius systems at rest.

The most stable texture for the $R=50 \mu \mathrm{~m}$ system is the RD-hb. The reasons are understood by the following. First we compare the free energy of the RD-hb with the MH-hb. The RD-hb is advantageous from the view point of the dipole energy because the $l$-vectors lie in the $x-y$ plane together with the $d$-vectors. The winding numbers of the RD-hb are $\left(w_{+}, w_{0}, w_{-}\right)=(-1,0,1)$, so that the superflow velocity due to the phase gradient of the plus and the minus components is canceled. In contrast, since the winding numbers of the MH-hb are $\left(w_{+}, w_{0}, w_{-}\right)=(0,1,2)$, the MH-hb has the spontaneous current comprising of the superflow velocity. Consequently the MH-hb costs the gradient energy at rest. On the other hand, the RD-hb costs the condensation energy because the polar core with the radius $\xi$ exists at the center of the cylinder. Nevertheless, since the polar core is small enough compared with the system size, the RD-hb is more stable than the MH-hb.

Next we compare the free energy of the RD-hb with the RD-ax. The gradient energy is favorable for the RD-hb since the $d$-vectors are almost uniform except near the wall. In addition, the magnetic field energy is gained because the $d$-vectors lie in the $x$ - $y$ plane on application of the magnetic field toward $z$ direction. On the other hand, the RD-ax is gained by the dipole energy because the $d$-vectors are parallel to the $l$-vectors except with the radius $\xi_{h}$ around the center of the cylinder. Nevertheless, since the dipole-unlocked (the $l$-vectors do not parallel the $d$-vectors) regions are small for the RD-hb, as well, the RD-hb is more stable than the RD-ax. For the same reason, the MH-hb is more stable than the MH-ax, and also the RD-hb is more stable than the MH-ax. Therefore the RD-hb is the most stable texture for the $R=50 \mu \mathrm{~m}$ system at rest.

The most stable texture becomes the RD-ax for the $R=115 \mu \mathrm{~m}$ system. The reason is that the dipole-unlocked regions enlarge by increasing the system size for the RD-hb, whereas the regions of the RD-ax characterized by the magnetic coherence length $\xi_{h}$ are almost constant. That is, the RD-ax is stabilized by the dipole energy for larger systems. Similarly the stability between the MH-ax and the MH-hb is interchanged.


Figure 5.8: Size dependences of the free energies for various textures at rest. For $R=50 \mu \mathrm{~m}$ RD-hb (solid line) is stable while for $R=115 \mu \mathrm{~m}$ RD-ax (dotted line) becomes stable. The other lines show MH-hb (dashed line) and MH-ax (dot-dash line).

Under rotation, the MH textures are stable because they have the spontaneous current and they are tolerable under rotation compared with the RD textures which have very little spontaneous current. The external rotation drives the RD-hb into the MH-hb for the $R=50$ $\mu \mathrm{m}$ system. Similarly the most stable texture RD-ax for the $R=115 \mu \mathrm{~m}$ system at rest changes into MH-hb by the rotation. Therefore $l$-texture and $d$-texture change at the critical rotation speed.

The rotational speed changing the most stable $l$-texture from the RD to the MH is defined as critical rotation speed $\Omega_{c}$. The $\Omega_{c}$ obtained from the numerical calculations for the systems with the various radii $R$ is shown as solid circles in Fig. 5.9. The RD is the most stable $l$-texture from the $R=5 \mu \mathrm{~m}$ to the $R=115 \mu \mathrm{~m}$ systems at rest, and the MH-hb is the most stable texture under rotation. The $\Omega_{c}$ decreases with increasing the radius of the systems. The numerical results of the $\Omega_{c}$ curve upward compared with the dashed line, which is proportional to $R^{-2.5}$. Therefore it is concluded that the RD is the most stable texture up to the $R \rightarrow \infty$ systems at rest. Note that the results are obtained under the high magnetic field. It has been pointed out by Buchholtz and Fetter [75, 76] that the RD is more favorable when the radius $R$ of the systems becomes large.

### 5.3.2 Magnetic field effect

So far we have fixed the magnetic field at $H=21.6 \mathrm{mT}$, which is selected by experiments at ISSP because the NMR signals are best resolved. From the theoretical point of view it is interesting to know in what weaker field MH is realized over RD. We show the result in Fig. 5.10 where various textures are compared as a function of $H$ for $R=50 \mu \mathrm{~m}$ and $T / T_{c}=0.95$. It is found that at $H=2 \mathrm{mT} \mathrm{MH}$-ax becomes stable over RD-hb beyond which RD-hb is always stable. Below the dipole magnetic field MH is expected to be stable over RD although it might be difficult to obtain good NMR signals in such a weak field. Thus for feasible magnetic field region around $H=21.6 \mathrm{mT}$ where sensible NMR signal is detectable, RD-hb is always stable in the narrow cylinders.


Figure 5.9: Critical rotation speed $\Omega_{c}[\mathrm{rad} / \mathrm{s}]$ versus $R[\mu \mathrm{~m}]$ between RD and MH. The dashed line is proportional to $R^{-2.5}$. RD is more stable than MH at rest and low rotations for various system sizes, including $R=50 \mu \mathrm{~m}$ and $115 \mu \mathrm{~m}$.


Figure 5.10: Comparison of various texture free energies as a function of the magnetic field $H$. The switching between RD-hb (solid line) and MH-ax (dot-dash line) occurs at $H=2 \mathrm{mT}$. The other lines show RD-ax (dotted line) and MH-hb (dashed line).


Figure 5.11: Phase diagram of critical rotation speed $\Omega_{c}$ (boundary line) and $T / T_{c}(R=50$ $\mu \mathrm{m})$. At rest RD-hb is always stable. The inset shows an example of the energy crossing between RD-hb (solid line) and MH-hb (dashed line) at $T / T_{c}=0.7$, showing $\Omega_{c}=1.8 \mathrm{rad} / \mathrm{s}$.

### 5.4 Analysis of experiments

### 5.4.1 $R=50 \mu \mathrm{~m}$

In Fig. 5.11 we plot the critical rotation speed $\Omega_{c}$ as a function of temperature $T / T_{c}$ for $R=50$ $\mu \mathrm{m}$ case. At rest RD-hb is always stable over MH-hb. Upon increasing $\Omega$, MH-hb becomes stable at $\Omega_{c}$, which is an increasing function of $T / T_{c}$ because the gradient energy outside the core $\sim \ln R / \xi$ becomes lower as approaching $T_{c}$ where $\xi$ is longer. The reason why MH-hb is advantageous over RD-hb under rotation is that MH-hb has the spontaneous current, in contrast, RD-hb has no spontaneous current. These characteristics are seen in the inset of Fig. 5.11.

NMR spectroscopy can be used to identify different topological objects of rotating superfluid ${ }^{3} \mathrm{He}$ A-phase [94], namely it can be used to identify texture in a narrow cylinder. The dipole-locked $(\boldsymbol{l} \| \boldsymbol{d})$ and $\boldsymbol{d} \perp \boldsymbol{H}$ regions occupying most of the condensates in the cylinder yields the main peak of NMR spectra. In the high field limit its frequency is given by $[95,34,2]$

$$
\begin{equation*}
\omega_{t}^{2}=\omega_{L}^{2}+\omega_{l}^{2} \tag{5.23}
\end{equation*}
$$

where $\omega_{L}=\gamma H$ is the Larmor frequency and $\omega_{l}$ is the longitudinal resonance frequency of the ${ }^{3} \mathrm{He} \mathrm{A}$-phase. The regions where the $d$-vectors are dipole-unlocked and deviate from the perpendicular direction to the field, generate the small satellite peaks. The resonance frequency of a satellite is expressed in terms of a relative frequency shift $R_{t}^{2}$, defined by the equation

$$
\begin{equation*}
\omega_{t}^{2}=\omega_{L}^{2}+R_{t}^{2} \omega_{l}^{2} . \tag{5.24}
\end{equation*}
$$

Therefore the texture in a narrow cylinder is identified by finding $R_{t}^{2}$.
In experiment of the NMR spectroscopy for various temperatures a satellite peak with $R_{t}^{2} \simeq 0.8$ is observed at rest [80]. The value of $R_{t}^{2}$ corresponds approximately to that by the


Figure 5.12: Free energy comparison of various textures for $R=115 \mu \mathrm{~m}$. RD-ax (dotted line) changes to MH-hb (dashed line) at $\Omega_{c}=1.3 \mathrm{rad} / \mathrm{s}$. The other lines show RD-hb (solid line) and MH-ax (dot-dash line).

RD-hb [96]. In the case of PA-hb, since the radius of the cylinder is much larger than the dipole coherence length, the $d$-vector should be parallel to the $l$-vector whose region occupies the large part of the cylinder. Therefore, PA-hb shows $R_{t}^{2} \simeq 1.0$. We also notice that RDax gives $R_{t}^{2} \simeq 1.0$ because a small area around the center of the cylinder with a radius $\xi_{h}$ contributes to satellite peaks. Consequently, the realized texture is definitely RD-hb, neither PA-hb nor RD-ax. Upon increasing $\Omega$, RD-hb changes into MH-hb. This texture has been identified previously by Takagi [82] who has calculated $R_{t}^{2} \simeq 0.3$ for MH-hb.

The precise determination of the temperature dependence of $\Omega_{c}(T)$ is under way experimentally. Thus it is unable to check our prediction shown in Fig. 5.11 at this time. We emphasize here, however, that the NMR spectra at low $\Omega$ and high $\Omega$ are distinctively different, therefore it is clear that the phase transition between two textures RD-hb and MH-hb occurs.

Experimentally [81] there is no hysteresis for $\pm \boldsymbol{\Omega}$, indicating that the texture at rest has no polarity to the direction of rotation. This is in agreement with our identification of RD-hb for $R=50 \mu \mathrm{~m}$, which has no polarity.

### 5.4.2 $R=115 \mu \mathrm{~m}$

As shown in previous section, for the system size $R=115 \mu \mathrm{~m}$ the ground state texture at rest is RD-ax which is stabler than MH-hb. The critical rotation speed $\Omega_{c}=1.3 \mathrm{rad} / \mathrm{s}$ at $T / T_{c}=0.95$ is calculated as shown in Fig. 5.12. The value of $\Omega_{c}$ roughly coincides with the ISSP experiment [79].

Experimentally there is a large hysteresis behavior about $\pm \boldsymbol{\Omega}$ centered at $\Omega=0[78]$, which is contrasted with $R=50 \mu \mathrm{~m}$ case mentioned above. This is understood because RD-ax has polarity where $l$-vectors and $d$-vectors point to one of the directions $\pm z$-axis around the center which breaks $\pm \boldsymbol{\Omega}$ symmetry. We notice that PA-hb has no polarity.

As for the NMR spectrum at rest, they observe no distinctive satellite feature for $R=115$ $\mu \mathrm{m}$ [80]. These facts do not contradict our identification of RD-ax, which is $R_{t}^{2} \sim 1.0$. Thus we expect no satellite feature for RD-ax.

### 5.5 Summary

Let us discuss the experimental facts (1)-(4) introduced in the first of this chapter.
(1) We have identified the unknown texture as RD-hb for $50 \mu \mathrm{~m}$ sample and RD-ax for 115 $\mu \mathrm{m}$ sample at rest and lower rotations by finding the most stable texture in those conditions.
(2) Upon increasing the rotation, we found that RD changes into MH where MH was identified before by NMR resonance shape unambiguously [78] for $115 \mu \mathrm{~m}$ sample under rotations. This is confirmed by the present calculation. Namely, we precisely determined the critical rotation speed $\Omega_{c}$ from RD to MH for two samples.
(3) Under further higher rotation speeds multiple MH texture is expected to appear, that is, CUV. The estimated $\Omega \sim 16 \mathrm{rad} / \mathrm{sec}$ for $R=50 \mu \mathrm{~m}[77]$ is too high to attain in the present rotation cryostat in ISSP, whose maximum speed is $11.5 \mathrm{rad} / \mathrm{s}$.
(4) Our identifications of RD-hb for $R=50 \mu \mathrm{~m}$ and RD-ax for $R=115 \mu \mathrm{~m}$ are perfectly matched with the experimental facts that in the former (latter) there does not exist (do exist) the hysteresis under the $\pm \boldsymbol{\Omega}$ rotations, namely, the former texture RD-hb has no polarity and can change continuously under the reversal of the rotation sense. In contrast, RD-ax has a definite polarity because the $d$-vectors point to the negative $z$ direction for the counter clock-wise rotation, which never continuously change into the positive $z$ direction when the rotation sense is reversed, leading to a hysteresis phenomenon.

As for the possibility of the PA texture which has not been calculated for the same sizes with the experimental systems, the PA texture is not realized by the following reasons: (a) For the $R=50 \mu \mathrm{~m}$ system the satellite position $R_{t}^{2} \simeq 1.0$ for the PA texture differs from the observed one $R_{t}^{2} \simeq 0.8$ [ 80$]$. (b) For the $R=115 \mu \mathrm{~m}$ system the polarity is observed [78] while the PA texture has no polarity.

Here we have adopted the specular boundary condition, assuming that the parallel components of the quasi-particle momentum to the wall are not affected at the wall. This may not be the realistic experimental situation. However, we should point out that, experimentally, the coating the wall with ${ }^{4} \mathrm{He}$ atoms does not change the experimental results mentioned above [80]. Theoretically, the competition between RD and MH textures does not depend on the choice of the boundary conditions, either specular or diffusive, because near the wall two textures have the same OP structures.

Because of these facts, we conclude that the un-identified texture at rest and lower rotations confined in narrow cylinders is RD texture. Physically RD texture with the polar core at the center confined in a narrow cylinder under fields becomes energetically advantageous over MH, which is characterized by having the A-phase everywhere. In order to confirm our identification, we point out several experiments:
(A) The most important prediction is the critical rotation $\Omega_{c}(T)$ shown in Fig. 5.11 for $R=50$ $\mu \mathrm{m}$. As for $R=115 \mu \mathrm{~m}, \Omega_{c}=1.3 \mathrm{rad} / \mathrm{s}$ at $T / T_{c}=0.95$ shown in Fig. 5.12. This can be detected by the change of NMR spectrum because RD and MH exhibit different spectral features [94]. (B) It might be quite interesting to control the texture by tuning the magnetic field $H$ as shown in Fig. 5.10. By lowering $H$, MH becomes stable at rest. This controllability by $H$ should be utilized to identify textures, and furthermore be used for realization of exotic and unexplored physics associated with multi-component superfluidity, such as Majorana particle in parallel plates [97, 42].
(C) $l$-vectors in RD-hb and MH-hb, which do not point perfectly to the radial direction, exhibit a distortion or in-plane twisting as seen from Figs. 5.2(a) and 5.4(a). This ultimately leads to the mass current along the rotation axis; the $z$-direction. This non-trivial bending current ( $\propto \boldsymbol{\nabla} \times \boldsymbol{l}$ ) should be tested in a future experiment.

## Chapter 6

## Superfluid ${ }^{3} \mathrm{He}$ in a slab

In this chapter, we discuss the Majorana excitations in the superfluid ${ }^{3} \mathrm{He} \mathrm{A}-$ and B -phases confined in a slab. In the slab geometry, both the A- and B-phases are stabilized by changing thickness and temperature even at zero pressure [98, 99]. Therefore, we can deal with the Aand B-phases by the quasi-classical theory within the weak-coupling limit. Here, we introduce several systems of the slab geometry. By Bennett et al., [100] the superfluid ${ }^{3} \mathrm{He}$ is confined in a thin slab box with a thickness $D=0.6 \mu \mathrm{~m}$ and an area of the base $10 \mathrm{~mm} \times 7 \mathrm{~mm}$. The thickness is of the order of $10 \xi_{0}$ at $P=0$, where $\xi_{0}$ is the coherence length at $T=0$. At ISSP, University of Tokyo [44], sample disks with a thickness $D=12.5 \mu \mathrm{~m}$, which is of the order of the dipole coherence length, and a diameter 3 mm are used. The ISSP group can rotate the sample disks with the highest speed in the world and investigates half-quantum vortices. At RIKEN [101], the inter-digitated capacitors are used for making a film of the superfluid ${ }^{3} \mathrm{He}$. The group can control thicknesses of the film from 0.3 to $4 \mu \mathrm{~m}$.

Our aim is to propose a concrete experimental design to detect the Majorana excitations based on quantitative calculations and understand systematically how to observe the Majorana excitations in the superfluid ${ }^{3} \mathrm{He} \mathrm{A}-$ and B-phases. The quantitative calculations are performed by quasi-classical theory which yields information of quasi-particles (QPs). The quasi-classical theory is valid when $\Delta / E_{F} \ll 1$, where $\Delta$ is superfluid gap and $E_{F}$ is the Fermi energy. Since $\Delta / E_{F} \sim 10^{-3}$, the theory is appropriate for the superfluid ${ }^{3} \mathrm{He}$ [102]. The quasi-classical framework is well established within the weak-coupling limit. The superfluid ${ }^{3} \mathrm{He}$ at the lower pressure can be described within the weak-coupling scheme [88] without delicate strong-coupling corrections.

Under those experimental situations, we consider the surface states from not only the upper and lower surfaces in a slab but also the side edges including the corners and evaluate the dependence of the Majorana state on the thickness of a slab. By the quasi-classical calculation, we show the "Dirac valley" (Fig. 6.1(a)) for the A-phase at the side edges. In the B-phase, several groups have demonstrated that the Majorana fermion surface state has the dispersion of $E=\left(\Delta / k_{F}\right)\left|\boldsymbol{k}_{\|}\right|$with the surface perpendicular to the $z$-axis $[65,66,68]$, where $k_{F}$ is the Fermi wave number and $\boldsymbol{k}_{\|}=\left(k_{x}, k_{y}\right)$. This implies that the surface state consists of a single Majorana cone. We show the Majorana cone (Fig. 6.1(b)) by the quasi-classical calculation for a thick slab and investigate the variation of the dispersion by the thickness of a slab (Fig. 6.1(c)). The zero energy state at the corner is also discussed.

The arrangement of this chapter is as follows: In Sec. 6.1, we formulate the quasi-classical theory based on the quasi-classical Green's function which gives quantitative information of QPs. We explain numerical methods in Sec. 6.2, which is supplemented by the symmetry


Figure 6.1: Stereographic views of typical dispersion relation. (a) Dirac valley for the Aphase in a thin slab $D=8 \xi_{0}$ at the left side edge "L" and the right side edge "R". (b) Majorana cone for the B-phase in a thick slab $D=30 \xi_{0}$ at the upper or lower surface. (c) Split Majorana cone for the B-phase in a thin slab $D=14 \xi_{0}$ at the upper or lower surface. The units of energy and wave length are $\pi k_{B} T_{c}$ and $k_{F}$, respectively.
considerations of the quasi-classical Green's function given in Appendix A. In Secs. 6.3 and 6.4 for the A- and B-phases, we show results of the spatial structures of the order parameter (OP), the current distribution, and the local density of states (LDOS) for QPs which relates to the Majorana modes. In Sec. 6.5, we discuss difference of the Majorana zero modes in the A- and B-phase and propose several experimental designs to observe the Majorana nature. In addition, we discuss the Majorana zero mode in the stripe phase. The final section is devoted to a summary.

### 6.1 Quasi-classical theory and order parameter

We start with the quasi-classical spinful Eilenberger equation [27], which has been used for studies of the superfluid ${ }^{3} \mathrm{He}[103,104,99]$. The low energy excitation modes at the surface are discretized in the order of $\Delta /\left(k_{F} L\right)$ [64], where $L$ is a length of the system. If $L$ is a macroscopic length, which is much larger than $k_{F}^{-1}$, the low energy excitation modes at the surface can be regarded as continuous spectra. Because there is the exact zero energy excitation at the surface of the superfluid ${ }^{3} \mathrm{He} \mathrm{A}$-phase [64, 21] and B-phase [65, 66, 68], the quasi-classical theory can be used to discuss the Majorana QP.

The quasi-classical Green's function $\widehat{g}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right)$ is calculated using the Eilenberger equation

$$
-i \hbar \boldsymbol{v}(\boldsymbol{k}) \cdot \nabla \widehat{g}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right)=\left[\left(\begin{array}{cc}
i \omega_{n} \hat{1} & -\hat{\Delta}(\boldsymbol{r}, \boldsymbol{k})  \tag{6.1}\\
\hat{\Delta}(\boldsymbol{r}, \boldsymbol{k})^{\dagger} & -i \omega_{n} \hat{1}
\end{array}\right), \widehat{g}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right)\right],
$$

where the "ordinary hat" indicates the $2 \times 2$ matrix in spin space and the "wide hat" indicates the $4 \times 4$ matrix in Nambu and spin spaces. The quasi-classical Green's function is described in Nambu space by

$$
\widehat{g}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right)=-i \pi\left(\begin{array}{cc}
\hat{g}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right) & i \hat{f}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right)  \tag{6.2}\\
-i \underline{\hat{f}}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right) & -\underline{\hat{g}}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right)
\end{array}\right),
$$

with the direction of the relative momentum of a Cooper pair $\boldsymbol{k}$, the center-of-mass coordinate of a Cooper pair $\boldsymbol{r}$, and the Matsubara frequency $\omega_{n}=(2 n+1) \pi k_{B} T$. The quasi-classical

Green's function satisfies a normalization condition $\widehat{g}^{2}=-\pi^{2} \widehat{1}$. The Fermi velocity is given as $\boldsymbol{v}(\boldsymbol{k})=v_{F} \boldsymbol{k}$ on the three dimensional Fermi sphere.

We solve Eq. (6.1) by the Riccati method [29, 28, 99]. We introduce Riccati amplitude $\hat{a}=(\hat{1}+\hat{g})^{-1} \hat{f}$ and $\hat{b}=(\hat{1}+\underline{\hat{g}})^{-1} \underline{\hat{f}}$ related to particle- and hole-like projections of the off-diagonal propagators, respectively. Equation (6.1) can be rewritten as Riccati equations

$$
\begin{align*}
\hbar \boldsymbol{v}(\boldsymbol{k}) \cdot \nabla \hat{a}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right) & =\hat{\Delta}(\boldsymbol{r}, \boldsymbol{k})-\hat{a}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right) \hat{\Delta}(\boldsymbol{r}, \boldsymbol{k})^{\dagger} \hat{a}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right)-2 \omega_{n} \hat{a}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right) \\
-\hbar \boldsymbol{v}(\boldsymbol{k}) \cdot \nabla \hat{b}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right) & =\hat{\Delta}(\boldsymbol{r}, \boldsymbol{k})^{\dagger}-\hat{b}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right) \hat{\Delta}(\boldsymbol{r}, \boldsymbol{k}) \hat{b}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right)-2 \omega_{n} \hat{b}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right) \tag{6.3}
\end{align*}
$$

The equations are solved by integration toward $\boldsymbol{k}$ for $\hat{a}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right)$ and toward $-\boldsymbol{k}$ for $\hat{b}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right)$. From the Riccati amplitude, the quasi-classical Green's function is given as

$$
\widehat{g}=-i \pi\left(\begin{array}{cc}
(\hat{1}+\hat{a} \hat{b})^{-1} & 0  \tag{6.4}\\
0 & (\hat{1}+\hat{b} \hat{a})^{-1}
\end{array}\right)\left(\begin{array}{cc}
\hat{1}-\hat{a} \hat{b} & 2 i \hat{a} \\
-2 i \hat{b} & -(\hat{1}-\hat{b} \hat{a})
\end{array}\right) .
$$

The self-consistent condition for the pair potential $\hat{\Delta}(\boldsymbol{r}, \boldsymbol{k})$ is given as

$$
\begin{equation*}
\hat{\Delta}(\boldsymbol{r}, \boldsymbol{k})=N_{0} \pi k_{B} T \sum_{-\omega_{c} \leq \omega_{n} \leq \omega_{c}}\left\langle V\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}\right) \hat{f}\left(\boldsymbol{r}, \boldsymbol{k}^{\prime}, \omega_{n}\right)\right\rangle_{\boldsymbol{k}^{\prime}} \tag{6.5}
\end{equation*}
$$

where $N_{0}$ is the density of states in the normal state, $\omega_{c}$ is a cutoff energy setting $\omega_{c}=$ $40 \pi k_{B} T_{c}$ with the transition temperature $T_{c}$ in a bulk, and $\langle\cdots\rangle_{\boldsymbol{k}}$ indicates the Fermi surface average. The pairing interaction $V\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}\right)=3 g_{1} \boldsymbol{k} \cdot \boldsymbol{k}^{\prime}$ for Cooper pairs with an orbital angular momentum $L=1$, where $g_{1}$ is a coupling constant. In our calculation, we use a relation

$$
\begin{equation*}
\frac{1}{g_{1} N_{0}}=\ln \frac{T}{T_{c}}+2 \pi k_{B} T \sum_{0 \leq \omega_{n} \leq \omega_{c}} \frac{1}{\omega_{n}} \tag{6.6}
\end{equation*}
$$

Spin-triplet OP is defined by a vectorial notation

$$
\begin{equation*}
\hat{\Delta}(\boldsymbol{r}, \boldsymbol{k})=\left(i \hat{\boldsymbol{\sigma}} \hat{\sigma}_{y}\right) \cdot \boldsymbol{\Delta}(\boldsymbol{r}, \boldsymbol{k}), \tag{6.7}
\end{equation*}
$$

with the Pauli matrix $\hat{\boldsymbol{\sigma}}$ in spin space. The complex vector $\boldsymbol{\Delta}$ is perpendicular to the spin $\boldsymbol{S}$ of a Cooper pair, namely, $\boldsymbol{\Delta} \cdot \boldsymbol{S}=0$. The $\boldsymbol{\Delta}$ can be expanded in orbital momentum directions,

$$
\begin{equation*}
\Delta_{\mu}(\boldsymbol{r}, \boldsymbol{k})=A_{\mu i}(\boldsymbol{r}) k_{i} \tag{6.8}
\end{equation*}
$$

where $A_{\mu i}(\boldsymbol{r})$ is a complex $3 \times 3$ matrix with a spin index $\mu$ and an orbital index $i$. The repeated index implies summation over $x, y$, and $z$.

In this chapter, we discuss the chiral state in the A-phase, polar state, B-phase, and planar state. Symbolic descriptions of the OP in their state are the following: For the chiral state,

$$
\begin{equation*}
\Delta=d_{z}\left(k_{x}+i k_{y}\right) \tag{6.9}
\end{equation*}
$$

for the polar state,

$$
\begin{equation*}
\Delta=d_{z} k_{x} \tag{6.10}
\end{equation*}
$$

for the B-phase,

$$
\begin{equation*}
\Delta=d_{x} k_{x}+d_{y} k_{y}+d_{z} k_{z}, \tag{6.11}
\end{equation*}
$$

and for the planar state,

$$
\begin{equation*}
\Delta=d_{x} k_{x}+d_{y} k_{y} \tag{6.12}
\end{equation*}
$$

where $d$-vector is perpendicular to the spin of a Cooper pair. $d$-vector and the momentum direction are permitted to rotate spherically in the spin and momentum space, respectively.

By using the self-consistent quasi-classical Green's function, the mass and spin currents are calculated by

$$
\begin{align*}
\boldsymbol{j}(\boldsymbol{r}) & =m N_{0} \pi k_{B} T \sum_{-\omega_{c} \leq \omega_{n} \leq \omega_{c}}\left\langle\boldsymbol{v}(\boldsymbol{k}) \operatorname{Im}\left[g_{0}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right)\right]\right\rangle_{\boldsymbol{k}},  \tag{6.13}\\
\boldsymbol{j}_{s}^{\mu}(\boldsymbol{r}) & =\frac{\hbar}{2} N_{0} \pi k_{B} T \sum_{-\omega_{c} \leq \omega_{n} \leq \omega_{c}}\left\langle\boldsymbol{v}(\boldsymbol{k}) \operatorname{Im}\left[g_{\mu}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right)\right]\right\rangle_{\boldsymbol{k}}, \tag{6.14}
\end{align*}
$$

respectively, where $m$ is the mass of the ${ }^{3} \mathrm{He}$ atom and $g_{\mu}$ is a component of the quasi-classical Green's function $\hat{g}$ in spin space, namely,

$$
\hat{g}=\left(\begin{array}{cc}
g_{0}+g_{z} & g_{x}-i g_{y}  \tag{6.15}\\
g_{x}+i g_{y} & g_{0}-g_{z}
\end{array}\right) .
$$

LDOS for energy $E$ is given by

$$
\begin{align*}
N(E, \boldsymbol{r}) & =\langle N(E, \boldsymbol{r}, \boldsymbol{k})\rangle_{\boldsymbol{k}} \\
& =N_{0}\left\langle\operatorname{Re}\left[\left.g_{0}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right)\right|_{i \omega_{n} \rightarrow E+i \eta}\right]\right\rangle_{\boldsymbol{k}} \tag{6.16}
\end{align*}
$$

where $\eta$ is a positive infinitesimal constant and $N(E, \boldsymbol{r}, \boldsymbol{k})$ is angle-resolved LDOS. Typically, we choose $\eta=0.003 \pi k_{B} T_{c}$. For obtaining $\left.g_{0}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right)\right|_{i \omega_{n} \rightarrow E+i \eta}$, we solve Eqs. (6.3) with $\eta-i E$ instead of $\omega_{n}$ under the pair potential obtained self-consistently.

### 6.2 System geometry and numerical methods

We consider a cross-section A of a slab with a thickness of $D$ along the $z$-direction and a macroscopic length of $L$ along the $x$-direction, shown in Fig. 6.2(a). It is assumed that the quasi-classical Green's function and OP are homogeneous along the $y$-direction. We also assume that the surfaces of the slab are specular, where specularity is controlled by coating the surface with ${ }^{4} \mathrm{He}$ atoms [105]. Under the boundary condition, the quasi-classical Green's function or the Riccati amplitude changes only the direction of the relative momentum by mirror reflection at a surface $\boldsymbol{R}_{\text {surf }}$, namely, $\widehat{g}\left(\boldsymbol{R}_{\text {surf }}, \boldsymbol{k}, \omega_{n}\right)=\widehat{g}\left(\boldsymbol{R}_{\text {surf }}, \underline{\boldsymbol{k}}, \omega_{n}\right)$ or $\hat{a}\left(\boldsymbol{R}_{\text {surf }}, \boldsymbol{k}, \omega_{n}\right)=\hat{a}\left(\boldsymbol{R}_{\text {surf }}, \underline{\boldsymbol{k}}, \omega_{n}\right)$ and $\hat{b}\left(\boldsymbol{R}_{\text {surf }}, \boldsymbol{k}, \omega_{n}\right)=\hat{b}\left(\boldsymbol{R}_{\text {surf }}, \underline{\boldsymbol{k}}, \omega_{n}\right)$, where $\underline{\boldsymbol{k}}=\boldsymbol{k}-2 \boldsymbol{n}(\boldsymbol{n} \cdot \boldsymbol{k})$ with a unit vector $\boldsymbol{n}$ which is perpendicular to the surface.

We solve Eqs. (6.3) by the numerical integration toward the $\boldsymbol{k}$-direction for $\hat{a}$ and toward the $-\boldsymbol{k}$-direction for $\hat{b}$ from the surface to the position $\boldsymbol{r}$. Since $\hat{a}\left(\boldsymbol{R}_{\text {surf }}, \boldsymbol{k}, \omega_{n}\right)=$ $\hat{a}\left(\boldsymbol{R}_{\text {surf }}, \underline{\boldsymbol{k}}, \omega_{n}\right)$, the initial value of $\hat{a}$ at a surface $\boldsymbol{R}_{\text {surf }}$ is determined by the numerical integration toward the $\underline{\boldsymbol{k}}$-direction from the other surface to $\boldsymbol{R}_{\text {surf }}$. Eventually, we have to solve the numerical integration along the sufficiently long path by changing the direction from $\boldsymbol{k}$


Figure 6.2: (a) A schematic configuration of a slab with a thickness of $D$ along the $z$ direction and a macroscopic length of $L$ along the $x$-direction. We consider a cross-section A $(0 \leq x \leq L, 0 \leq z \leq D)$. (b) Indexes of positions in the cross-section A. We label $(x, z)=(0,0),(0, D / 2),(0, D),(L / 2,0)$, and $(L / 2, D / 2)$ as " $1 ", " 2 ", " 3 ", " 4 "$, and " 5 ". Paths $z=0, z=D / 2, z=D$, and $z=0.5 \xi_{0}$ along the $x$-axis are labeled as "I", "II", "III", and "IV".
to $\underline{\boldsymbol{k}}$ at the surface so that the integration path gives the same value of $\hat{a}$ under arbitrary initial values, and also $\hat{b}$. Since the integration path changes the direction at the surface, simple calculation is difficult. For overcoming the difficulty, we exploit that the change in the direction of the integration path from $\boldsymbol{k}$ to $\underline{\boldsymbol{k}}$ can be regarded as the change in the relative momentum of the pair potential from $\boldsymbol{k}$ to $\underline{\boldsymbol{k}}$. For example, we can substitute $-A_{\mu x}$ for $A_{\mu x}$ in the pair potential instead of the reflection of the integration paths at a surface $x=0$. Similarly for the other surfaces, we can integrate Eqs. (6.3) along the straight long paths in the region connected to the antiperiodic pair potential infinitely.

We calculate the quasi-classical Green's function in a range $-L / 2 \leq x \leq L / 2$ and $-D / 2 \leq$ $z \leq D / 2$ instead of a cross-section $\mathrm{A}(0 \leq x \leq L, 0 \leq z \leq D)$ to reduce computational time. We show the reduction method in Appendix A in addition to other reduction methods with the symmetry of the quasi-classical Green's function.

### 6.3 A-phase

We discuss here the situation in which the thickness of a slab $D$ is changed, where the Aand B-phases are stable in thin and thick slabs, respectively. [99] We present the calculated results of OP, LDOS, and mass current for the A-phase and spin current for the B-phase at $T=0.2 T_{c}$. In each phase, the results depend on the thickness $D$. The length of the cross-section A is taken as $L=40 \xi_{0}$ throughout the paper where the OP is recovered to the bulk value at the center of the system. Note that the following results are unchanged for the length $L$ longer than $40 \xi_{0}$. In addition, we consider the low pressure limit $P \rightarrow 0$ within the weak-coupling limit. The spatial positions of the results are indicated by the indexes in Fig. 6.2(b). In this section and next section, we use the units $\xi_{0}=\hbar v_{F} / 2 \pi k_{B} T_{c}, \pi k_{B} T_{c}$, and $N_{0}$ for length, energy, and LDOS, respectively.

The bulk of the A-phase is in the chiral state. The OP in the chiral state is described by [2]

$$
A_{\mu i}=d_{\mu}(\boldsymbol{m}+i \boldsymbol{n})_{i}
$$

where $m$-vector and $n$-vector are perpendicular to each other. $l$-vector, which signifies the
orbital chirality, is defined as $\boldsymbol{l} \equiv \boldsymbol{m} \times \boldsymbol{n}$. At the edge of a slab, since the normal orbital component to the edge vanishes, the polar state will be realized. The OP in the polar state is described by [2]

$$
A_{\mu i}=d_{\mu} m_{i},
$$

where we regard $n$-vector as perpendicular to the edge.
In a slab cell used by Bennett et al. [100] where the thickness is $0.6 \mu \mathrm{~m} \approx 8 \xi_{0}$, it is expected that the A-phase is stable at $T=0.2 T_{c}$ [106]. Since the thickness $D$ is much shorter than the dipole coherence length $\sim 1000 \xi_{0}$, $d$-vector, which characterizes the spin state of the OP in the A-phase, points to the $z$-direction in the absence of a magnetic field as long as $l$-vector is parallel to the $z$-axis. $l$-vector is parallel to the $z$-axis everywhere except near the side edges at $x=0$ and $x=L$ in the slab shown in Fig. 6.2. The length scale of the spatial variation of $l$-vector is short, whose order is the coherence length. On the other hand, $d$-vector can not vary spatially since the order of the length scale is the dipole coherence length. $d$-vector is spatially uniform even under a magnetic field [107]. In this chapter, we fix the direction of $d$-vector to the $z$-axis.

### 6.3.1 $D=8 \xi_{0}$ : Thin slab for A-phase

For $D=8$, the OP is described by $\Delta_{z}(x, \boldsymbol{k})=A_{z x}(x) k_{x}+A_{z y}(x) k_{y}$, where the relative phase between $A_{z x}$ and $A_{z y}$ is $\pi / 2$. The OP is uniform along the $z$-direction and varies along only the $x$-direction. Since the slab is thin, the $k_{z}$-component of the OP is suppressed. Note that the uniformness along the $z$-direction and the suppression of the $k_{z}$-component are not suppositions, but results by the self-consistent calculation. The profile of the OP along the $x$-axis is shown in Fig. 6.3(a). Because of the specular boundary condition, the $k_{x}$-component perpendicular to the edge becomes zero at $x=0$ and $x=L$. In contrast, the parallel $k_{y}$-component is enhanced by compensating for the loss of the $k_{x}$-component at the edge, where the polar state is realized. The $k_{x}$-component increases and the $k_{y}$-component decreases toward the bulk region around $x=L / 2$; thus, the chiral state with $k_{x}+i k_{y}$ is attained. We can construct $l$-vector as $l_{i} \equiv-i \epsilon_{i j k} A_{z j}^{*} A_{z k} /|\Delta|^{2}$, where $\epsilon_{i j k}$ is the totally antisymmetric tensor and $|\Delta|^{2}=A_{z i}^{*} A_{z i}$ is the squared amplitude of the OP. $l$-vector points to the $z$-direction in the bulk region and vanishes at the edge. Since the chiral state is realized except at the edge, the Majorana fermion edge state $\Psi^{\dagger}=\Psi$ exists at side edges [54, 64].

The mass current $j_{y}(x)$ is shown in Fig. 6.3(b). The mass current flows circularly along the side edge of the slab. Experimental values [88] are used as coefficients of Eq. (6.13) so that a quantitative value of the mass current is obtained. By applying a magnetic field perpendicular to a slab, we can produce a spin imbalance due to the Zeeman shift between the up-up spin pairs and the down-down spin pairs. This results in a net spin current in addition to the mass current.

Figure 6.3(c) shows LDOS at the edge $x=0$ (the position " 2 " in Fig. 6.2) and the bulk $x=L / 2$ (" 5 "). It is clearly seen from the line " 2 " for $x=0$ that the LDOS with a substantial weight appears at a zero energy, corresponding to the Majorana edge mode, because the distance $L$ between the edges is macroscopic [54, 64]. This implies that the LDOS is expressed as $N(E, x=0)=N(E=0, x=0)+\alpha E^{2}$ in the vicinity of $E=0$. The first term comes from the Majorana edge mode, and the second term comes from the point node of the chiral state in the bulk A-phase. The peak at $E \approx 0.65$ comes from the gap of the chiral state in the bulk and the peak at $E \approx 0.8$ comes from the gap of the polar state at the edge. The LDOS at $x=L / 2$ (the line " 5 ") shows a typical behavior of the point node


Figure 6.3: Calculated results for the A-phase with $D=8$. Profiles of OP (a), and mass current $j_{y}$ (b) along the $x$-axis. (c) LDOS $N(E, x)$ at " 2 ", and " 5 " defined in Fig. 6.2(b). (d) Zero energy LDOS $N(E=0, x)$ from the edge at $x=0$ to the bulk at $x=L / 2$. Angleresolved LDOS $N(E, x=0, \theta)$ with $\phi=0^{\circ}$ (e), and $N(E, x=0, \phi)$ with $\theta=90^{\circ}$ (f). The peak energy of angle-resolved LDOS at the side edges as a function of $k_{z}$ for $k_{y}=0(\mathrm{~g})$, and as a function of $k_{y}$ for $k_{z}=0(\mathrm{~h})$, where " L " ("R") is for the left (right) edge. In this and the following figures, the units of length, energy and $A_{\mu i}$, LDOS, and wave length are $\xi_{0}, \pi k_{B} T_{c}$, $N_{0}$, and $k_{F}$, respectively.
spectrum, namely, $N(E, x=L / 2) \propto E^{2}$. In Fig. 6.3(d) we show the extent of the Majorana edge mode at $E=0$ toward the bulk from the edge at $x=0$, which spreads over the order of $5 \xi_{0}$. The spectrum of the edge gradually changes into the bulk spectrum.

The LDOS $N(E, \boldsymbol{r})$ is obtained by averaging the angle-resolved $\operatorname{LDOS} N(E, \boldsymbol{r}, \boldsymbol{k})$ on the Fermi surface, which has the peak at the energy of the surface Andreev bound state. The dispersion relation of the surface Andreev bound state can be evaluated by following the peak in each momentum direction. The angle-resolved LDOS $N(E, x=0, \theta)$ with $\phi=0^{\circ}$ and $N(E, x=0, \phi)$ with $\theta=90^{\circ}$ are shown in Figs. 6.3(e) and 6.3(f), respectively, where $\theta$ is the polar angle from the $k_{z}$-axis and $\phi$ is the azimuthal angle from the $k_{x}$-axis on the three-dimensional Fermi sphere. The angles and momentum directions have the relations: $\tan \theta=\sqrt{k_{x}^{2}+k_{y}^{2}} / k_{z}$ and $\tan \phi=k_{y} / k_{x}$. The angle-resolved LDOS is symmetric between $0^{\circ} \leq \theta \leq 90^{\circ}$ and $180^{\circ} \geq \theta \geq 90^{\circ}$, and between $-90^{\circ} \leq \phi \leq 90^{\circ}$ and $270^{\circ} \geq \phi \geq 90^{\circ}$. The zero energy peaks of the angle-resolved LDOS appear if $\phi=0^{\circ}$ except for $\theta=0^{\circ}$. The zero energy peaks come from the zero energy Andreev bound state of QPs at the edge. The QPs without the $k_{y}$-component have the zero energy Andreev bound state because they feel the $\pi$-phase shift of the pair potential for the relative momentum from $\left(k_{x}, k_{y}=0, k_{z}\right)$ to $\left(-k_{x}, k_{y}=0, k_{z}\right)$. This is clear from the Eilenberger equation (6.1) since the quasi-classical Green's function $\widehat{g}(\boldsymbol{k})$ depends on only the $\boldsymbol{k}$-component of the pair potential $k_{x}+i k_{y}$. The angle-resolved LDOS is asymmetric with respect to $E=0$ (Fig. 6.3(f)) because the superfluid state in the A-phase has the chirality [61]. The asymmetric angle-resolved LDOS is related to the mass current.

The peak energy of angle-resolved LDOS at the side edges as a function of $k_{z}$ for $k_{y}=0$ and as a function of $k_{y}$ for $k_{z}=0$ is shown in Figs. 6.3(g) and 6.3(h), respectively. It is found that the energy is dispersionless along the $k_{z}$-axis and two linear dispersions appear near $E=0$ along the $k_{y}$-axis, where each dispersion comes from the left $(x=0)$ and right $(x=L)$


Figure 6.4: The OP for the A-phase with $\mathrm{D}=14$. (a) Amplitude of each component. Profiles of each component along "I"(b), and along"II" (c). (d) Orientations of $l$-vector texture in the $x-z$ plane of a slab.
edges. Since the directions of the mass current are different both edges, the linear dispersions have the opposite slope. The linear Dirac dispersions continue along the $k_{z}$-direction, which form a "Dirac valley". The results are consistent with the strict quantum level structures of the Majorana fermion edge state by Bogoliubov-de Gennes equation [21].

### 6.3.2 $D=14 \xi_{0}$ : Thick slab for A-phase

In a thick slab, the $k_{z}$-component of the OP is induced. For $D=14$, the $k_{z}$-component appears near the edges at $x=0$ and $x=L$ to avoid the polar state except at $z=0$ and $z=D$, shown in Figs. 6.4(a)-6.4(c). The OP is described by $\Delta_{z}(\boldsymbol{r}, \boldsymbol{k})=A_{z x}(\boldsymbol{r}) k_{x}+$ $A_{z y}(\boldsymbol{r}) k_{y}+A_{z z}(\boldsymbol{r}) k_{z}$, where the phases of $A_{z z}$ and $A_{z x}$ are the same and the relative phase between $A_{z z}$ and $A_{z y}$ is $\pi / 2$. Since the thickness of $D=14$ is small, the $A_{z z}$ does not recover the bulk value of $A_{z x}$ at the side edges $x=0$ and $x=L$ along $z=D / 2$ (Fig. 6.4(c)). As similarly at the edges $z=0$ and $z=D, l$-vector is perpendicular to the edges at $x=0$ and $x=L$ by the induced $k_{z}$-component, shown in Fig. 6.4(d).

The mass current $j_{y}(\boldsymbol{r})$ is shown in Fig. 6.5(a), and its profiles along "I" $(z=0)$, "II" ( $z=D / 2$ ), and "III" $(z=D)$ are shown in Fig. 6.5(b). The mass current flows clockwise relative the local $l$-vector direction. The $j_{y}$ from $l$-vector in the bulk region flows to the negative (positive) $y$-direction at $x=0(x=L)$. At the side edges, since $l$-vector points to the negative $x$-direction, the $j_{y}$ from the edges flows to the negative and positive $y$-directions in $z<D / 2$ and $z>D / 2$, respectively. Therefore, the edge mass current is strengthened in $z<D / 2(z>D / 2)$ and weakened in $z>D / 2(z<D / 2)$ at the edge $x=0(x=L)$. The symmetry of the mass current between $z<D / 2$ and $z>D / 2$ is broken despite the symmetry of the OP.

Figure $6.5(\mathrm{c})$ shows LDOS at $(x, z)=(0,0),(0, D / 2),(0, D)$, and $(L / 2, D / 2)$. At $(0,0)$


Figure 6.5: Calculated results for the A-phase with $\mathrm{D}=14$. (a) Mass current $j_{y}(\boldsymbol{r})$ in the $x-z$ plane. (b) Profiles of the mass current $j_{y}(\boldsymbol{r})$ along paths "I", "II", and "III". (c) LDOS $N(E, \boldsymbol{r})$ at " 1 ", " 2 ", " 3 ", and " 5 ". (d) Zero energy $\operatorname{LDOS} N(E=0, \boldsymbol{r})$ along " I ", "II", and "III". Angle-resolved LDOS $N(E, \boldsymbol{r}, \theta)$ with $\phi=0^{\circ}$ at " 1 " (e), " 2 " (f), and " 3 " (g). (h) The peak energy of angle-resolved LDOS as a function of $k_{z}$ for $k_{y}=0$ at " 1 ".
and $(0, D)$ (the lines " 1 " and " 3 "), there are the zero energy LDOS and a small peak at a low energy indicated by the arrow in Fig. 6.5(c). Although $l$-vector points to the edge, the zero energy LDOS also exists at ( $0, D / 2$ ) (the line " 2 "). The lines " 1 " and " 3 " are slightly decreased and increased, respectively, in low energy from the small peak as energy increases. The line " 2 " is almost constant in low energy. The LDOS (the lines " 1 ", " 2 ", and " 3 ") are enhanced sharply near $E \approx 0.5$. The LDOS at ( $L / 2, D / 2$ ) (the line " 5 ") shows the typical spectral behavior of the point node. In Fig. 6.5(d) we show the extent of the zero energy edge mode toward the bulk from the edge at $x=0$. The amounts of the zero energy LDOS at $x=0$ along $z=D / 2$ and $z=D$ (the lines "II" and "III") are smaller than that along $z=0$ (the line " I "). The extent of the zero energy LDOS along "III" is of the order of $5 \xi_{0}$ as in the thin slab $D=8$; however, the zero energy LDOS along " I " and "II" are more widely extended.

The angle-resolved LDOS $N(E, \boldsymbol{r}, \theta)$ with $\phi=0^{\circ}$ at $(0,0),(0, D / 2)$, and $(0, D)$ are, respectively, displayed in Figs. 6.5(e), 6.5(f), and $6.5(\mathrm{~g})$. The zero energy peaks of the angleresolved LDOS appear except for $\theta=0^{\circ}$. The peaks of the line $\theta=0^{\circ}$ at the finite low energy appear from the upper and lower surfaces because the $k_{z}$-component of the pair potential is non-vanishing. Since thickness $D=14$ is small, the original zero energy peak of $\theta=0^{\circ}$ perpendicular to the upper and lower surfaces is split into the finite energy peaks, which is discussed particularly for the B-phase in next section. The splitting peaks at $(0,0)$ are shown in Fig. $6.5(\mathrm{~h})$ only at $k_{z}= \pm 1$ for $k_{y}=0$. The finite energy peaks compose the small peak of the LDOS in the lines " 1 " and " 3 " in Fig. 6.5(c). Since the position ( $0, D / 2$ ) is apart form the upper and lower surfaces, the energy peaks of $\theta=0^{\circ}$ are small. Consequently, the peak of the LDOS at low energy is not clear (the line " 2 " in Fig. 6.5(c)). The point nodes of the OP near the side edges have a tilt to the $x$-direction according to $l$-vector, or the anti-nodes of the OP lie to some angles from the $k_{z}$-axis. Thus, the incident QPs from $(0,0)$ with low angles from the $k_{z}$-axis do not feel the clear small gap in the vicinity of the point nodes. For instance, the line $\theta=30^{\circ}$ in Fig. 6.5(e) should be compared with that in Fig. 6.3(e) for the thin slab $D=8$. Therefore, the gap-like LDOS enhanced sharply near $E \approx 0.5$ appears (the line " 1 " in Fig. 6.5(c)). On the other hand, the incident QPs from $(0, D)$ with low angles
from the $k_{z}$-axis are reflected at the edge and regarded as with low angles from the $-k_{z}$-axis. Since the QPs feel the small gap in the vicinity of the point nodes, they have the clear peaks in the angle-resolved LDOS (Fig. 6.5(g)). Therefore, the LDOS is slightly increased in low energy as energy increases (the line " 3 " in Fig. 6.5(c)). Since the QPs at $(0, D / 2)$ have the two kinds of the characteristic momentum, the LDOS is almost constant in low energy (the line " 2 " in Fig. 6.5(c)).

The LDOS at the side edge is different and depends on the thickness of the slab. In the thin slab $(D=8)$, $l$-vector points to the $z$-direction everywhere and the LDOS is $N(E)=$ $N(0)+\alpha E^{2}$ in low energy. In contrast, in the thick slab $(D=14)$, $l$-vector points to the $x$-direction near the side edge and the LDOS is $N(E)=N(0)+N_{\text {gap }}(E)$, where $N_{\text {gap }}(E)$ is almost zero in low energy and increases sharply near $E \approx 0.5$ like the LDOS with the full gap state. The edge mass current varies along the side edge in the thick slab, which is also a great difference with the thin slab.

Note that the A-phase is metastable in the slab with $D=14$ at $T=0.2 T_{c}$ in the weakcoupling limit for $P \rightarrow 0[106]$. In the same slab, the A-phase is stabilized at $T=0.9 T_{c}[106]$; however, $l$-vector points to only the $z$-direction, because the $k_{z}$-component is absent owing to the longer coherence length at higher temperature. The mechanism is similar to that the A-phase is more stable than the B-phase, which has the $k_{x^{-}}, k_{y^{-}}$, and $k_{z^{-}}$-components, in a thin slab at low temperature. The calculated results shown in this subsection is not in free energy minimum at $P=0$; however, the strong-coupling effect by pressure stabilizes the A-phase texture. Thus, the above characteristics from the texture will be observed at finite pressure.

### 6.4 B-phase

The B-phase is stable when the thickness of a slab is larger than $\approx 13 \xi_{0}$ at $T=0.2 T_{c}[106]$. The OP of the B-phase is described by [2]

$$
A_{\mu i}=R_{\mu i}\left(\boldsymbol{n}_{d}, \theta_{d}\right)\left(\begin{array}{ccc}
A_{x x} & 0 & 0 \\
0 & A_{y y} & 0 \\
0 & 0 & A_{z z}
\end{array}\right)
$$

where $R_{\mu i}\left(\boldsymbol{n}_{d}, \theta_{d}\right)$ is a rotation matrix with a rotation axis $\boldsymbol{n}_{d}$ and a rotation angle $\theta_{d}$ about $\boldsymbol{n}_{d}$. The rotation matrix gives the relative angle between the orbital momentum and the direction along which the spin of a Cooper pair is zero. The spin state is stable by the dipole-dipole interaction when $\theta_{d}=\theta_{L} \equiv \cos ^{-1}(-1 / 4)$ and $\boldsymbol{n}_{d}$ is perpendicular to the surface in the absence of a magnetic field [2]. If the thickness of a slab is much smaller than the dipole coherence length, $\boldsymbol{n}_{d}$ is locked to the $z$-axis. Thus, we derive $A_{x x}(\boldsymbol{r}), A_{y y}(\boldsymbol{r})$, and $A_{z z}(\boldsymbol{r})$ with the uniform rotation matrix $R\left(\boldsymbol{z}, \theta_{L}\right)$. Note that the three components have the same phase.

At the surface of a slab, since the normal component to the surface of the orbital state vanishes, the planar state will be realized. The OP in the planar state is described by [2]

$$
A_{\mu i}=R_{\mu i}\left(\boldsymbol{n}_{d}, \theta_{d}\right)\left(\begin{array}{ccc}
A_{x x} & 0 & 0 \\
0 & A_{y y} & 0 \\
0 & 0 & 0
\end{array}\right)
$$

where we regard the $z$-axis as perpendicular to the edge. If $\theta_{d}=0$, the OP can be written


Figure 6.6: The OP for the B-phase with $\mathrm{D}=30$. (a) Amplitude of each component. Profiles of each component along " I " (b), and along"II" (c).
by other descriptions as

$$
\Delta_{\uparrow \uparrow}(\boldsymbol{k})=-\Delta_{p}\left(k_{x}-i k_{y}\right), \Delta_{\downarrow \downarrow}(\boldsymbol{k})=\Delta_{p}\left(k_{x}+i k_{y}\right),
$$

where $\Delta_{\uparrow \uparrow}=-\Delta_{x}+i \Delta_{y}, \Delta_{\downarrow}=\Delta_{x}+i \Delta_{y}$, and $\Delta_{p}=A_{x x}=A_{y y}$. Therefore, in the planar state, $S_{z}=+1$ spin state has $L_{z}=-1$ orbital angular momentum and $S_{z}=-1$ spin state has $L_{z}=+1$ orbital angular momentum.

### 6.4.1 $D=30 \xi_{0}$ : Thick slab for B-phase

We consider that the thickness of a slab is much longer than the coherence length, namely, the thickness can be regarded as macroscopic for the OP, and much shorter than the dipole coherence length. The requirement is satisfied for a thickness of $D=30$. It is clearly seen that the component of the OP perpendicular to the edge becomes zero in Fig. 6.6(a). The polar state $k_{y}$ occurs at the corner " 1 " $(x=0, z=0)$. The planar state $k_{x}-i k_{y}$ for the up-up spin Cooper pairs and $k_{x}+i k_{y}$ for the down-down spin Cooper pairs is attained in the middle region around " 4 " $(x=L / 2, z=0)$, shown in Fig. 6.6(b). The planar state $k_{y} \pm i k_{z}$ is realized at the side edge " 2 " $(x=0, z=D / 2)$ and the OP is recovered to the bulk value of the B-phase around " 5 " ( $x=L / 2, z=D / 2$ ), shown in Fig. 6.6(c). At all edges ( $x=0$, $x=L, z=0$, and $z=D)$, the Majorana fermion edge state exists [65, 66, 68].

The spin current $j_{s y}^{x}(\boldsymbol{r}), j_{s y}^{z}(\boldsymbol{r}), j_{s x}^{y}(\boldsymbol{r})$, and $j_{s z}^{y}(\boldsymbol{r})$ are shown in Fig. 6.7(a). Since the spin current flows in the three-dimensional real space, we show the schematic flow of the spin current in Fig. 6.7(b). The spin current for the $i$-component of spin turns around the $i$-axis. This is understandable as follows: Since the up-up spin Cooper pairs have negative chirality and the down-down spin Cooper pairs have positive chirality, the $z$-component of the spin current turns around the $z$-axis. Other components are also understood in the same manner. Note that the schematic flow in Fig. 6.7(b) is derived from $A_{i i}$ before rotation by


Figure 6.7: (a) The spin current for the B-phase with $D=30$. The unit of the spin current is $10^{-9} \mathrm{~J} / \mathrm{m}^{2}$. (b) A schematic flow of the spin current for $S_{x}, S_{y}$, and $S_{z}$ components.
$R\left(\boldsymbol{z}, \theta_{L}\right)$. The rotation axes for the $x$ - and $y$-component of the spin current are changed correspondingly.

Figure 6.8(a) shows the LDOS. It is seen that only the line " 1 " $(x=0, z=0)$ has the zero energy LDOS from the zero energy Andreev bound state of QPs without the $k_{y^{-}}$ component. The lines " 2 " and " 4 " $(x=0, z=D / 2$ and $x=L / 2, z=0)$ are almost the same and show the linear relation $N(E, \boldsymbol{r}) \propto E$ near $E=0$ which reflects the surface Andreev bound states $[108,109]$. The line " 5 " $(x=L / 2, z=D / 2)$ corresponds to the bulk LDOS where the full gap is expected. In Fig. 6.8(b) we show the extension of the zero energy state toward the middle from the edge at $x=0$. The zero energy LDOS of the line " I " $(z=0)$ reduces sharply as approaching the middle region from the edge. It is found that the value $N(E=0, x=0)$ in the line "IV" $(z=0.5)$ is much smaller than that of the line " I ". The line "II" along $z=D / 2$ shows the absence of the zero energy LDOS. Therefore, we conclude that the zero energy LDOS is localized at the corner of the order of $\xi_{0}$. The peak energy of the angle-resolved LDOS is shown in Figs. 6.8(c) for the side edge and 6.8(d) for the lower surface. Figure 6.8(c) is as a function of $k_{y}$ for $k_{z}=0$ and as a function of $k_{z}$ for $k_{y}=0$ at " 2 " $(x=0, z=D / 2)$. Figure $6 \cdot 8(\mathrm{~d})$ is as a function of $k_{x}$ for $k_{y}=0$ and as a function of $k_{y}$ for $k_{x}=0$ at " 4 " $(x=L / 2, z=0)$. These show that the side edge and lower surface have the same dispersion relation for low energy. The linear dispersion forms the Majorana cone at the surface [65].

The peak energy of the angle-resolved LDOS at the corner ( 0,0 ) is shown in Figs. 6.8(e) and $6.8(\mathrm{f})$. The energy is dispersionless along the $k_{z^{-}}$and $k_{x^{\prime}}$-axes for $k_{y}=0$. The Dirac valley-type dispersion is composed of the zero energy LDOS at the corner (the line " 1 " in


Figure 6.8: The LDOS for the B-phase with $D=30$. (a) $\operatorname{LDOS} N(E, \boldsymbol{r})$ at " $1 ", " 2 ", " 4 "$, and " 5 ". (b) Zero energy $\operatorname{LDOS} N(E=0, \boldsymbol{r})$ along "I", "II", and "IV" $(z=0.5)$. The peak energy of angle-resolved LDOS as a function of $k_{y}$ for $k_{z}=0$ and as a function of $k_{z}$ for $k_{y}=0$ at " 2 " (c), and as a function of $k_{x}$ for $k_{y}=0$ and as a function of $k_{y}$ for $k_{x}=0$ at " 4 " (d). (e) and (f) are the same plots as (c) and (d), but at " 1 ".

Fig. 6.8(a)). This is different from the Majorana cone at the surface.

### 6.4.2 $D=14 \xi_{0}$ : Thin slab for B-phase

We consider $D=14$ in thickness of a slab which is the critical thickness for stabilizing the B-phase below which the stripe phase becomes stable [106]. Since the thickness is short, the $k_{z}$-component of the OP can not completely recover the bulk value. Except that the $k_{z}$-component is reduced, the qualitative features of the OP and the spin current are the same in the case of $D=30$; however, the LDOS shows different spectrum.

Figure 6.9 shows the LDOS and the peak energy of the angle-resolved LDOS, which are compared with those in Fig. 6.8. The differences between them are following: Since the thickness of the slab is short, the line " 5 " for the center ( $x=L / 2, z=D / 2$ ) has the spectrum from the full gap and the linear relation near $E=0$, shown in Fig. 6.9(a). The latter comes from the contributions extending from the upper and lower surfaces. The line " 2 " for the side edge ( $x=0, z=D / 2$ ) in Fig. 6.9(a) has the small peak at $E \approx 0.35$ composed of the deformed Majorana cone in $0.5 \lesssim\left|k_{z}\right| \lesssim 0.7$, shown in Fig. 6.9(c), because the QPs with the $k_{z}$-component reflect that the $k_{z}$-component of the OP does not recover the bulk value. The peak energy at " 4 " for the lower surface in Fig. 6.9(d) implies that the lowest energy of the Majorana cone is lifted from zero because of the tunneling of the zero energy modes bound at two surfaces corresponding to the upper and lower surfaces. For the same reason, the zero energy modes at the corner is split for $k_{z}= \pm 1$ in Fig. 6.9(e) and for $k_{y}=0$ or $k_{x}=0$ in


Figure 6.9: The same as in Fig. 6.8, but for the B-phase with $D=14$.

Fig. 6.9(f). By the energy splitting, the zero energy LDOS is slightly reduced; however, the extension of the zero energy state is the same for the thick slab $D=30$, shown in Fig. 6.9(b).

### 6.4.3 Dependence of the energy splitting on the thickness

The lowest energy of the Majorana cone at the lower surface is more lifted from the zero energy as the thickness is shorter. If the thickness is macroscopically long, the zero energy modes appear, shown in the left panel of Fig. 6.10(a) for the B-phase at " 4 " $(x=L / 2, z=0)$ with $D=30$. When the thickness is short, the zero energy modes bound at two surfaces are hybridized with each other. They form the symmetric and anti-symmetric states with the opposite sign energy $E_{+}$and $E_{-}$, respectively, where $\left|E_{+}\right|=\left|E_{-}\right|=E_{\text {split }}$. The representative dispersion relation with $D=12$ is shown in the middle panel in Fig. 6.10(a). In the case of more shorter thickness, the B-phase becomes the planar phase, which is metastable against the A-phase, because the $k_{z}$-component of the OP vanishes. Since the Fermi surface has the point nodes toward the direction of $k_{x}=k_{y}=0$, the angle-resolved LDOS toward the direction corresponds to that of the normal state without the peak energy. We show the dispersion relation with $D=8$ except the point $k_{x}=k_{y}=0$ in the right panel in Fig 6.10(a). There is a difference between the dispersion relations for $D=12$ and $D=8$ also in long wavelength which are curved and linear, respectively.

The dependence of the energy splitting on the thickness is shown in Fig. 6.10(b). The energy splitting has the relation $E_{\text {split }} \propto \exp \left(-D / 3 \xi_{0}\right)$, where $3 \xi_{0}$ is effective coherence length. The exponential suppression is similar to the energy splitting of the Majorana zero energy modes bound at two vortices in a chiral $p$-wave superfluid [110, 111].


Figure 6.10: Calculated results for the B-phase at " 4 ". (a) The peak energy of angle-resolved LDOS as a function of $k_{x}$ for $k_{y}=0$ and as a function of $k_{y}$ for $k_{x}=0$ with several thicknesses $D=30,12$, and 8. (b) The dependence of the energy splitting on the thickness. The dashed line is proportional to $\exp \left(-D / 3 \xi_{0}\right)$.

### 6.5 Discussion

### 6.5.1 Majorana zero modes in the $A$ - and B-phases

In the A-phase which has point nodes, since the zero energy QPs appear on the line $k_{y}=$ 0 in the momentum space, the zero energy QPs are dispersionless along the $k_{z}$-direction (Fig. 6.3(g)). Therefore, the dispersion of the QPs forms the Dirac valley and the zero energy LDOS spreads over the order of $5 \xi_{0}$ from the side edge (Figs. 6.3(c) and 6.3(d)). In contrast, since the OP in the B-phase has full gap on the Fermi surface, only the QPs with the momentum perpendicular to the edge are the zero energy Majorana QPs. Therefore, the dispersion of the QPs forms the Majorana cone (Figs. 6.8(c) and 6.8(d)). However, at the corner, the dispersion of the QPs forms the Dirac valley and the zero energy LDOS spreads over the order of $\xi_{0}$. Types of dispersion relation for the A- and B-phases are summarized in Table 6.1.

The spin degeneracy of the QPs is also different between the A- and B-phases. In the A-phase, since the up-up and down-down spin Cooper pairs have the same chirality, the low energy QPs have the degenerate branch of the dispersion at the edge (Fig. 6.3(h)). In the B-phase, since the up-up and down-down spin Cooper pairs have the opposite chirality, the low energy QPs have two branches of the dispersion at the edge (Fig. 6.8(c)). This difference manifests itself in the edge current, namely, the mass current in the A-phase (Fig. 6.3(b)) and the spin current in the B-phase (Fig. 6.7).

### 6.5.2 Stripe phase

We discuss the Majorana zero modes at a domain wall in the stripe phase [106]. We take the thickness of a film along the $z$-direction and the modulation of the OP along the $x$ -

Table 6.1: Types of dispersion relation at the upper or lower surface, side edge, and corner of a slab for the A- and B-phases. Dirac valley is formed from linear dispersion from $E=0$ along a certain momentum direction and dispersionless zero energy modes along another momentum direction in long wavelength. Majorana cone is formed from isotropic liner dispersion from $E=0$ on the plane parallel to a surface in the momentum space in long wavelength, where the zero mode is in a point on the Fermi surface. The mark $\times$ indicates absence of zero energy modes.

|  |  | upper or lower surface | side edge | corner |
| :--- | :---: | :---: | :---: | :---: |
| A-phase | thin slab $\left(D=8 \xi_{0}\right)$ | $\times$ | Dirac valley | Dirac valley |
|  | thick slab $\left(D=14 \xi_{0}\right)$ | $\times$ | Dirac valley | Dirac valley |
| B-phase | thin slab $\left(D=14 \xi_{0}\right)$ | $\times$ | Majorana cone | Dirac valley |
|  | thick slab $\left(D=30 \xi_{0}\right)$ | Majorana cone | Majorana cone | Dirac valley |

direction. In the stripe phase, the $k_{z}$-component of the OP changes the sign at the domain wall perpendicular to the $x$-direction so that the pair breaking by the reflection at the surface of the film is prevented. Then, the OP is described as $\Delta_{\text {right }}=\left(\Delta_{\|} k_{x}, \Delta_{\|} k_{y}, \Delta_{\perp} k_{z}\right)$ to the right of the domain wall and $\Delta_{\text {left }}=\left(\Delta_{\|} k_{x}, \Delta_{\|} k_{y},-\Delta_{\perp} k_{z}\right)$ to the left of the domain wall, where $\Delta_{\|}$is finite everywhere and $\Delta_{\perp}$ vanishes at the domain wall.

The QPs with the $k_{z}$-component which across the domain wall have the finite energy Andreev bound states because they feel the sign change of the $k_{z}$-component of the pair potential, which is not the exact $\pi$-phase shift. In addition, since the QPs with $k_{z}=0$ feel the full gap of the pair potential, they are not excited in low energy. Therefore, the Majorana zero energy QP is absent at the domain wall in the stripe phase. The domain wall is qualitatively different from the edge.

### 6.5.3 Experimental proposal

There are several experimental means to detect the Majorana nature. Surface specific heat measurement, which was performed in connection with detection of the Andreev surface bound state [112], resolves the side edge contribution $C_{\text {surface }}(T)=\gamma T$ of the A-phase in a thin slab at low temperatures, where $\gamma \propto N(E=0)$, because the bulk contribution $C_{\text {bulk }} \propto T^{3}$ which comes from point nodes where $N(E) \propto E^{2}$ is distinguishable. Note that, in the A-phase, the contribution from the two upper and lower specular surfaces in the slab geometry is the same as that from the bulk. Thus, the surface specific heat $C_{\text {surface }}(T)=\gamma T$ of the Majorana QPs is distinctive. If the $l$-vector direction is modulated near the side edge, the LDOS at the surface is $N(E)=N(0)+N_{\text {gap }}(E)$. The surface specific heat from the LDOS is also $C_{\text {surface }}(T)=\gamma T$.

In the B-phase, the zero energy LDOS is localized at the corner of the order of $\xi_{0}$. The contribution from the corner is interesting but smaller than that of the surface. Since we will discriminate $C_{\text {bulk }} \propto T^{-3 / 2} e^{-\Delta / k_{B} T}$ from the gap $\Delta$ and $C_{\text {surface }} \propto T^{2}$ from the linear behavior of LDOS $N(E, \boldsymbol{r}) \propto E$ near $E=0$, the Majorana fermion can be observed. In the slab with short thickness where the zero energy modes are split at the upper and lower surfaces, the difference of the specific heat from the surface and bulk will not be distinctive because the gap structure and linear behavior of the LDOS coexist.

The observation of the edge mass current in the A-phase, which is intimately connected
with the intrinsic angular momentum [2], is also hopeful. The magnitude of the edge mass current is unchanged in wider slabs than $L=40 \xi_{0}$ for which we have calculated. Considering the observation of the torque from the edge mass current for a $10 \mathrm{~mm} \times 7 \mathrm{~mm} \times 0.6 \mu \mathrm{~m}$ slab sample (Bennett et al. [100] had been used) by a typical torsional oscillator, the frequency shift from the edge mass current is of the order of $10^{-23} \mathrm{~Hz}$ [113]. The torque is too small to observe by a torsional oscillator because the magnitude is $\sim N \hbar / 2$, where $N$ is the total number of ${ }^{3} \mathrm{He}$ atoms in the slab sample. We have to consider other experimental methods. Analytical derivation of the torque is shown in Appendix B. Also the edge spin current in the B-phase which flows three-dimensionally has been obtained quantitatively. The techniques to detect the spin current is desired. The specific experimental proposal to observe the edge current is a future problem.

The most direct evidence of the Majorana nature is derived from the observation of the anisotropic spin susceptibility. If we use the Majorana nature of the edge state, in the Aphase, the local spin operators result in $S_{x} \approx S_{y} \approx 0$ and only $S_{z}$ parallel to $d$-vector remains nontrivial for $T \ll T_{c}$ [64]. This predicts the Ising-like spin dynamics for the local spin operator parallel to $d$-vector in the A-phase as well as that perpendicular to the edge in the B-phase [65, 68]. This is in sharp contrast to the susceptibility parallel to $d$-vector in the bulk A-phase which is suppressed at low temperatures according to the Yosida function. On the other hand, the susceptibility perpendicular to $d$-vector still assumes the bulk value, which is the same as it in the normal state. The anisotropic susceptibility has been discussed also by Shindou et al. [114] and has been calculated in the B-phase by Nagato et al. [68].

QP scattering or QP beam experiments are extremely interesting. They were performed in the past on ${ }^{4} \mathrm{He}$ where roton-roton scattering is treated [115] and on the ${ }^{3} \mathrm{He}$ B-phase where the surface Andreev bound state is investigated [116, 117]. Using this method, we may pick up Majorana QPs with a particular wave number. Particularly in the A-phase, the Majorana QPs from the edge is separated from other QPs from the nodal region.

Another option might be to use a free surface where the Majorana fermion surface state is formed. As shown by Kono [118], it can be detected through the excitation modes of the floating Wigner lattice of electrons placed on the surface. We need a special, but feasible configuration of the experimental setups.

Note that the recent work of transverse acoustic impedance measurements to detect the surface bound states in the superfluid ${ }^{3} \mathrm{He}$ will derive the important information of the Majorana QPs [119, 120, 121].

### 6.6 Summary

We have designed a concrete experimental setup to observe the Majorana nature at the surface in the slab geometry. In connection with realistic slab samples, we have considered the upper and lower surfaces and the side edges including the corners with several thicknesses. We have demonstrated that the quasi-classical Eilenberger equation yields the quantitatively reliable information on physical quantities for the superfluid ${ }^{3} \mathrm{He}$ A- and B-phases. Specifically, we have exhibited the difference of LDOS between the A- and B-phases and evaluated the mass current for the A-phase and the spin current for the B-phase quantitatively. Then, we have shown the influence on the Majorana zero modes from the spatial variation of $l$-vector for the A-phase in the thick slab and the energy splitting of the zero energy modes for the B-phase confined in the thin slabs. The corner of the slab in the B-phase is accompanied by the unique zero energy LDOS of corner modes. In addition, we have demonstrated the absence
of the Majorana zero energy QP at the domain wall in the stripe phase. On the basis of the quantitative consequences, it is proposed that the measurement of the specific heat, the edge current, and the anisotropic spin susceptibility provides feasible and verifiable experiments to check the Majorana nature. The control on the thickness of the slab is crucial to detect the Majorana surface states. The experiment controlling the thickness of the film of the superfluid ${ }^{3} \mathrm{He}$ is interesting [101].

## Chapter 7

## $p$-wave resonant superfluids of Fermi atomic gases

Recently, $p$-wave resonant superfluidity attracts much attention in Fermionic alkaline atomic gases, such as ${ }^{6} \mathrm{Li}[13,14,15]$ and ${ }^{40} \mathrm{~K}[16,17,18]$, both experimentally and theoretically [50, $122,123,124,125]$. Experiments into achieving $p$-wave resonant superfluidity are steadily progressing and hence it is timely and necessary to consider the generic properties of $p$-wave superfluidity both at rest and under rotation to detect its superfluidity, which is signified by non-trivial topological structures or vortices. In this chapter, textures and vortices for $p$-wave resonant superfluids of Fermi atomic gases are calculated by the Ginzburg-Landau (GL) theory.

The textures are different from the superfluid ${ }^{3} \mathrm{He}$ by the boundary condition, because Fermi atomic gases are confined in harmonic trap potential. The trap potential is easily controlled, resulting in various shapes, such as cigar or pancake shapes. As we describe below, the trapping potential can be an important tool to control the three-dimensional (3D) texture. Indeed, the 3D trapping structure constrains the possible textures. Our purpose is to investigate a possible 3D textures in a 3D harmonic trap potential and thereby to help identifying $p$-wave superfluidity.

Moreover, we investigate vortices with Majorana quasi-particle (QP) in "spinless" $p$-wave resonant superfluids of Fermi atomic gases with high controllability [126, 63]. Therefore, they will be a favorable platform of quantum computation.

The organization of this chapter is as follows: We employ the GL framework under rotation and trap potential which relies only on global symmetry principle. The GL free energy functional form is introduced and the relevant physical quantities, such as supercurrent and $l$-vector are given in Sec. 7.1. We show the phase diagram of the stable states for uniform and infinite system, and explain how to numerically examine realistic confined systems in Sec. 7.2. Section 7.3 presents the stable texture in the cigar shape trap, especially, we mention the spontaneous supercurrent at rest and the half-quantum vortex (HQV) under rotation. In Sec. 7.4, we show the different textures stabilized in the pancake shape. In Sec. 7.5, we consider the quasi-two-dimensional (quasi-2D) shape trap. In this trap, a singular vortex with Majorana QP is realized. The final section is devoted to a summary.

### 7.1 Formulation

Here we employ the GL framework [2]. This framework is general and flexible enough to allow us to examine a generic topological structure, and applicable to cold fermionic atom gases with a harmonic trap potential under $k_{B} T_{c} \gg \hbar \omega$, where $T_{c}$ and $\omega$ are the transition temperature and the trap frequency, respectively [127]. In terms of the tensor $A_{\mu i}$ forming order parameter (OP) of $p$-wave pairing the most general GL functional density $f_{\text {bulk }}$ for the bulk condensation energy up to quartic order is described as

$$
\begin{align*}
f_{\mathrm{bulk}}=-\alpha_{i} A_{\mu i}^{*} A_{\mu i}+\beta_{1} A_{\mu i}^{*} A_{\mu i}^{*} A_{\nu j} A_{\nu j} & +\beta_{2} A_{\mu i}^{*} A_{\mu i} A_{\nu j}^{*} A_{\nu j}+\beta_{3} A_{\mu i}^{*} A_{\nu i}^{*} A_{\mu j} A_{\nu j} \\
& +\beta_{4} A_{\mu i}^{*} A_{\nu i} A_{\nu j}^{*} A_{\mu j}+\beta_{5} A_{\mu i}^{*} A_{\nu i} A_{\nu j} A_{\mu j}^{*}, \tag{7.1}
\end{align*}
$$

which is invariant under spin and real space rotations in addition to the gauge invariance $\mathrm{U}(1) \times \mathrm{SO}^{(S)}(3) \times \mathrm{SO}^{(L)}(3)$. The quartic order terms are characterized by five independent invariants, $\beta_{1}-\beta_{5}$ in general [2]. Since the spin degrees of freedom are frozen due to applied magnetic field for magnetic Feshbach resonance, only the orbital degrees of freedom $A_{i}$ in $A_{\mu i}=(\hat{\boldsymbol{m}}+i \hat{\boldsymbol{n}})_{\mu} A_{i}$ are active, where $\hat{\boldsymbol{m}}$ and $\hat{\boldsymbol{n}}$ are orthogonal. Namely it reduces to

$$
\begin{equation*}
f_{\text {bulk }}=-\alpha_{0}\left(1-t_{i}\right) A_{i}^{*} A_{i}+\beta_{24} A_{i}^{*} A_{i} A_{j}^{*} A_{j}+\beta_{3} A_{i}^{*} A_{i}^{*} A_{j} A_{j}, \tag{7.2}
\end{equation*}
$$

where $\beta_{24}=\beta_{2}+\beta_{4}$ and $t_{i}=T / T_{c i}$ ( $T_{c i}$ is the transition temperature for the $i$-component). As mentioned in Chap. 3, the dipole-dipole interaction causes splitting of the transition temperatures into two groups $T_{c x}=T_{c y}$ and $T_{c z}$. We introduce $\alpha=T_{c x} / T_{c z}$, which indicates the degree of the broken symmetry of the system and characterizes atomic species used [17]. The pairing state having the orbital projection $m_{l}=0$ is favorable over $m_{l}= \pm 1$, namely $0<\alpha<1$ due to the dipole-dipole interaction [17]. The three components become degenerate for $\alpha \rightarrow 1$. When $\alpha \rightarrow 0$, the polar state with the OP $\Delta(\boldsymbol{k})=A_{z} k_{z}$ tends to be stable.

The gradient energy consisting of the three independent terms [2] is given by

$$
\begin{equation*}
f_{\text {grad }}=K_{1}\left(\partial_{i}^{*} A_{j}^{*}\right)\left(\partial_{i} A_{j}\right)+K_{2}\left(\partial_{i}^{*} A_{j}^{*}\right)\left(\partial_{j} A_{i}\right)+K_{3}\left(\partial_{i}^{*} A_{i}^{*}\right)\left(\partial_{j} A_{j}\right) \tag{7.3}
\end{equation*}
$$

The centrifugal potential energy due to rotation with $\boldsymbol{\Omega}$, which is derived in Appendix C , is written as

$$
\begin{equation*}
f_{\text {cent }}=-\frac{m^{2}}{\hbar^{2}} \Omega^{2} \rho^{2}\left(K_{1} A_{i}^{*} A_{i}+K_{2}\left|A_{\theta}\right|^{2}+K_{3}\left|A_{\theta}\right|^{2}\right) \tag{7.4}
\end{equation*}
$$

where $\partial_{i}=\nabla_{i}-i(m / \hbar)(\boldsymbol{\Omega} \times \boldsymbol{r})_{i}$. For $\boldsymbol{\Omega} \| \hat{\boldsymbol{z}}, \rho^{2}=x^{2}+y^{2}$ and $A_{\theta}=-A_{x} \sin \theta+A_{y} \cos \theta$ in the cylindrical coordinates.

The GL parameters $\alpha_{0}, \beta_{24}=\beta_{2}+\beta_{4}, \beta_{3}$ and $K_{1}=K_{2}=K_{3}=K$ are estimated by taking the weak-coupling approximation [2]:

$$
\begin{equation*}
\alpha_{0}=\frac{N(0)}{3}, \beta_{2}=\beta_{3}=\beta_{4}=\frac{7 \zeta(3) N(0)}{120\left(\pi k_{B} T_{c}\right)^{2}} \equiv \beta \tag{7.5}
\end{equation*}
$$

and

$$
\begin{equation*}
K=\frac{7 \zeta(3) N(0)\left(\hbar v_{F}\right)^{2}}{240\left(\pi k_{B} T_{c}\right)^{2}} \tag{7.6}
\end{equation*}
$$

where $N(0)$ is the density of states at the Fermi level and $v_{F}$ is the Fermi velocity. The weakcoupling approximation should be a good guide for understanding the generic properties of the $p$-wave superfluids of atom gases because it has been applied successfully, even to liquid ${ }^{3} \mathrm{He}$ with strong interacting fermions and only small additional strong corrections [2].

The GL free energy density functionals, eqs. (7.2)-(7.4), can be expressed with dimensionless units. The units of OP, length, and rotation frequency are the OP amplitude of the chiral state in a bulk $\Delta_{0}=\sqrt{10 \pi^{2} / 7 \zeta(3)} k_{B} T_{c}$, the GL coherence length $\xi_{0}=$ $\sqrt{7 \zeta(3) / 48 \pi^{2}}\left(\hbar v_{F} / k_{B} T_{c}\right)$ with zero temperature, and $\Omega_{0}=\hbar / m \xi_{0}^{2}$, respectively, where $v_{F}$ is the Fermi velocity. In the dimensionless unit, eqs. (7.2)-(7.4) are written as

$$
\begin{align*}
f_{\mathrm{bulk}} & =-\left(1-t_{i}\right) A_{i}^{*} A_{i}+\frac{1}{2} A_{i}^{*} A_{i} A_{j}^{*} A_{j}+\frac{1}{4} A_{i}^{*} A_{i}^{*} A_{j} A_{j}  \tag{7.7}\\
f_{\mathrm{grad}} & =\frac{3}{5}\left[\left(\partial_{i}^{*} A_{j}^{*}\right)\left(\partial_{i} A_{j}\right)+\left(\partial_{i}^{*} A_{j}^{*}\right)\left(\partial_{j} A_{i}\right)+\left(\partial_{i}^{*} A_{i}^{*}\right)\left(\partial_{j} A_{j}\right)\right]  \tag{7.8}\\
f_{\text {cent }} & =-\frac{3}{5} \Omega^{2} \rho^{2}\left(A_{i}^{*} A_{i}+2\left|A_{\theta}\right|^{2}\right) \tag{7.9}
\end{align*}
$$

respectively, where $\partial_{i}=\nabla_{i}-i(\boldsymbol{\Omega} \times \boldsymbol{r})_{i}$. From now on we use the dimensionless expressions.
The effect of harmonic trap potential on condensates depends on the dimensionless pairing interaction $\Gamma$ that determines the transition temperature $T_{c}=C E_{F} \exp (-1 / \Gamma)$, where $E_{F}$ is the Fermi energy and $C$ is a numerical coefficient of order unity [127]. We use the unit $\hbar \omega_{0}=\sqrt{144 \pi^{2} / 35 \zeta(3)} \sqrt{2 \Gamma /(1+2 \Gamma)} k_{B} T_{c}$ for the trap frequency $\omega$. The $p$-wave triplet paring interaction is $\Gamma \approx \lambda^{2} / 13$ with a gaseous parameter $\lambda=2|a| p_{F} / \pi \hbar$, where $a$ is the scattering length and $p_{F}$ is the Fermi momentum [128]. The harmonic trap potential term [127] is

$$
\begin{equation*}
f_{\mathrm{harm}}=\frac{3}{5} \omega_{\perp}^{2}\left(\rho^{2}+\lambda^{2} z^{2}\right) A_{i}^{*} A_{i} \tag{7.10}
\end{equation*}
$$

where the dimensionless radial confining potential is $\omega_{\perp}$ and the anisotropy of the harmonic trap is expressed as $\lambda \equiv \omega_{z} / \omega_{\perp}$. The harmonic trap potential term acts to lower the transition temperatures.

Rotation frequency is also normalized by the critical rotation frequency $\Omega_{c}$, where condensates fly away from the trap potential by centrifugal force. We sum up the centrifugal energy and the trap potential energy as

$$
f_{\text {cent }}+f_{\text {harm }}=\frac{3}{5}\left(\omega_{\perp}^{2}-\Omega^{2}\right) \rho^{2}\left(\left|A_{r}\right|^{2}+\left|A_{z}\right|^{2}\right)+\frac{3}{5}\left(\omega_{\perp}^{2}-3 \Omega^{2}\right) \rho^{2}\left|A_{\theta}\right|^{2}+\frac{3}{5} \lambda^{2} \omega_{\perp}^{2} z^{2} A_{i}^{*} A_{i}
$$

with cylindrical coordinates. Therefore, the critical rotation frequency is given by $\Omega_{c}=$ $\omega_{\perp} / \sqrt{3}$.

The relevant physical quantities are described in terms of the OP $A_{i}(\boldsymbol{r})$ as follows. The total free energy:

$$
\begin{equation*}
F=\int d^{3} r\left(f_{\mathrm{bulk}}+f_{\mathrm{grad}}+f_{\mathrm{cent}}+f_{\mathrm{harm}}\right) \tag{7.11}
\end{equation*}
$$

The current density:

$$
\begin{equation*}
j_{i}(\boldsymbol{r}) \equiv 2 \operatorname{Im}\left[A_{j}^{*} \nabla_{i} A_{j}+A_{j}^{*} \nabla_{j} A_{i}+A_{i}^{*} \nabla_{j} A_{j}\right] . \tag{7.12}
\end{equation*}
$$

$l$-vector:

$$
\begin{equation*}
l_{i}(\boldsymbol{r}) \equiv-i \epsilon_{i j k} \frac{A_{j}^{*} A_{k}}{|\Delta(\boldsymbol{r})|^{2}} \tag{7.13}
\end{equation*}
$$

with

$$
\begin{equation*}
|\Delta(\boldsymbol{r})|^{2}=A_{i}^{*} A_{i} \tag{7.14}
\end{equation*}
$$



Figure 7.1: Phase diagram of the $p$-wave pairing state in an infinite system at rest, showing temperature $\left(t_{x}=t_{y}\right)$ versus anisotropy $\alpha \equiv T_{c x} / T_{c z}$. N : normal state, A: chiral state $A_{z}\left(k_{z}+i \gamma k_{\perp}\right)$ and B: polar state $A_{z} k_{z}$.

### 7.2 Preliminary considerations

Before considering a realistic confined system, we first investigate an infinite system at rest. Then the state minimizing the condensation energy (7.7) is realized. As shown in Appendix D, the phase diagram in Fig. 7.1 consists of the three phases, A, B, and normal (N) phases. The B phase is described by $\Delta(\boldsymbol{k})=A_{z} k_{z}$, i.e. the polar state. The A phase is described by a chiral OP expressed by

$$
\begin{equation*}
\Delta(\boldsymbol{k})=A_{z}\left(k_{z}+i \gamma k_{\perp}\right), \tag{7.15}
\end{equation*}
$$

where ( $0<\gamma \leq 1$ ) with $k_{\perp}=k_{x} \cos \phi+k_{y} \sin \phi$ ( $\phi$ is arbitrary). This phase breaks the time reversal symmetry. The value of $\gamma$ depends on temperature and anisotropy $\alpha$,

$$
\begin{equation*}
\gamma=\frac{2-(3-\alpha) t_{x}}{2+(1-3 \alpha) t_{x}} \tag{7.16}
\end{equation*}
$$

In the absence of the dipole-dipole interaction $(\alpha=1)$, the value of $\gamma$ is unity. As the dipoledipole interaction increases ( $\alpha$ decreases), $\gamma$ decreases. The decrease of $\gamma$ becomes larger at high temperature. When the value of $\gamma$ vanishes, the second order transition from the A phase to the B phase takes place. The transition temperature $t_{c}$ is given by

$$
\begin{equation*}
t_{c}=\frac{2}{3-\alpha} . \tag{7.17}
\end{equation*}
$$

The phase diagram corresponds to the case being not so large Feshbach resonance splitting in BCS regime [122]. However, it is warned that the determined phase boundary is of qualitative at low temperatures which is beyond the GL framework. In the following we examine the A phase in confined geometries.

In order to obtain stable texture of the condensates in a realistic harmonic potential, we have identified stationary solutions by numerically solving the variational equations: $\delta f(\boldsymbol{r}) / \delta A_{i}(\boldsymbol{r})=0$ in three dimensions where $f(\boldsymbol{r})$ is the GL energy density functional, the integrand of (7.11). We start with various initial configurations, including singular vortex state and non-singular vortex state, and determine the most stable texture by comparing the total GL energy (7.11).


Figure 7.2: Stable texture at rest for cigar trap $\lambda=0.2$. (a) Distribution of $|\boldsymbol{l}|$ in the $z-x$ plane. (b)-(d) Three cross sections indicated in (a), showing $l_{z}$ (color) and $l_{x}$ and $l_{y}$ components (arrows), where the dot and cross marks indicate the imaginative source and sink for the $l$-vector stream lines.

### 7.3 Cigar shape trap

We first consider the stable texture for a cigar shape trap with the trap anisotropy $\lambda=0.2$. We take $80 \times 80 \times 120$ meshes with the cloud sizes for the Thomas-Fermi (TF) approximation $R_{x}=R_{y}=10 \sqrt{5 / 3}$ and $R_{z}=50 \sqrt{5 / 3}$. We fix the temperature at $t_{x}=t_{y}=0.4$ and the anisotropy parameter $\alpha=0.9$.

### 7.3.1 Stable texture at rest

The stable $l$-vector texture at rest is shown in Fig. 7.2. Figure 7.2(a) displays the amplitude distribution of the $l$-vectors. It can be seen that the amplitude $|\boldsymbol{l}|$ is maximum in the central region, and towards the outer regions $|\boldsymbol{l}|$ decreases gradually. At the top and bottom ends, the polar state is realized where the $l$-vector vanishes. Three cross sections are shown in Figs. 7.2(b)-(d). In Fig. 7.2(c), which corresponds to the middle cross section, the $l$-vectors lie in the $x-y$ plane, showing a streamline type pattern in which the $l$-vectors follow the circumference, like a fluid streaming along a circular boundary. Outside the condensates, an unseen sink and source of the $l$-vectors exist, giving two imaginary focal points situated outside. Namely the left dot and right cross marks in Figs. 7.2(b)-(d) correspond to the source and sink where the $l$-vectors appear and disappear. This streamline like texture contrasts with the so-called Pan-Am texture in superfluid ${ }^{3} \mathrm{He}$ A-phase [2] where $l$-vectors tend to point perpendicular to the wall due to the boundary condition. In the upper (Fig. 7.2(b)) and lower (Fig. $7.2(\mathrm{~d})$ ) cross sections the streamline texture is maintained, but an $l_{z}$ component appears in addition.


Figure 7.3: (a) Spontaneous circulating current flows at rest $(\Omega=0)$ in the $z-y$ plane along the $z$ direction. Three cross sections indicated in the left figure, showing $j_{z}$ (color) and $j_{x}$ and $j_{y}$ components (arrows). (b)The current pattern under rotation $(\Omega=0.3)$. It is seen that the in-plane components $j_{x}$ and $j_{y}$ increase, producing the in-plane circular current due to rotation.

The associated supercurrent structure is depicted in Fig. 7.3. The $j_{z}$ component shows a circulation supercurrent along the $z$-axis (see Fig. 7.3(a)). Since $\Omega=0$, this circulation supercurrent is spontaneously generated. This non-trivial condensates flow can be explained in supercurrent characteristic of chiral $p$-wave superfluid:

$$
\begin{equation*}
\boldsymbol{j}=\boldsymbol{\rho}_{s} \boldsymbol{v}_{s}+\boldsymbol{C}(\nabla \times \boldsymbol{l}) \tag{7.18}
\end{equation*}
$$

where $\boldsymbol{\rho}_{s}$ and $\boldsymbol{C}$ are diagonal tensor coefficients. The supercurrent has a structure that is similar to that for the total charge-current density of a system in classical electrodynamics. The current in classical electrodynamics is composed of two parts, the actual charge transport and an effective current in proportion to $\nabla \times \boldsymbol{M}$ due to the magnetization $\boldsymbol{M}$ generated by the internal motion of the electrons. In chiral $p$-wave superfluid the Cooper pair may be thought of as representing the atom and $\boldsymbol{l}$ the magnetic orbital moment $\boldsymbol{M}$. Therefore the first term in the supercurrent describes the usual flow of Cooper pairs, while the second one is an "orbital" supercurrent driven by the spatial variation of $l$-vector.

In this system, the spontaneous supercurrent is not a usual supercurrent $\boldsymbol{\rho}_{s} \boldsymbol{v}_{s}$ but an "orbital" supercurrent $\boldsymbol{C}(\nabla \times \boldsymbol{l})$ with the trap potential. In the middle cross section in Fig. $7.3(\mathrm{a}), l$-vector in-plane bending $(\nabla \times \boldsymbol{l})_{z}$ produces a perpendicular current $j_{z}$. However, at the upper and lower planes in Fig. 7.3(a), the supercurrent acquires the $j_{x}$ and $j_{y}$ components because of the non-vanishing $l_{z}$ component. Therefore, the perpendicular current at the center bends such that the condensates are conserved. It is clear from Fig. 7.3(a) that the supercurrent circulates perpetually along the $z$ direction parallel to the long axis of the


Figure 7.4: (a) Texture change with rotational speed $\Omega$ relative to the in-plane trap frequency $\omega_{\perp}$. Middle cross sections are displayed showing $l_{z}$ (color) and $l_{x}$ and $l_{y}$ components (arrows). As $\Omega$ increases, $l$-vectors acquire a negative $z$ component (seen as a color change). At $\Omega=0.4 \omega_{\perp}$ two plus HQVs enter from the $y$ direction seen as yellow objects. At $\Omega=0.5 \omega_{\perp}$ four plus HQVs and two minus HQVs are present and the condensates expand and deform. (b) The enlarged figure of HQV where the local coordinates $(r, \theta)$ are shown.
trap. This result is non-trivial and a remarkable manifestation in the topological nature of the texture.

In Fig. 7.3 (b) we also display the current patterns under rotation $\left(\Omega=0.3 \omega_{\perp}\right)$ for comparison at rest. It is seen that the in-plane components $j_{x}$ and $j_{y}$ increase, producing the in-plane circular current due to rotation, in particular in the middle cross section. Thus under rotations, the current consists of the spontaneous one along the $z$ direction and the induced circular current in the plane.

### 7.3.2 Half-quantum vortex under rotation

In Fig. 7.4 where we depict the middle cross sections of the stable solutions for various rotation speeds (also see Fig. 7.6). It is seen that under rotation, the 3D texture deforms continuously and smoothly. As the rotational speed increases, $l$-vectors in the $x-y$ plane pointing in the $x$ direction acquire a negative $z$ component, as seen by the color change from green to blue. This deformation yields in plane circular "orbital" supercurrent as already shown in Fig. 7.3(b).

Above a certain rotational speed $\left(\Omega=0.4 \omega_{\perp}\right)$, two HQVs enter from the $y$ direction, where the $l$-vector at the core pointing in the positive $z$ direction, as seen by the yellow objects. The OP far away from the HQV core is described in terms of the local coordinated


Figure 7.5: The amplitude (upper) and phase (lower) of the OP components $A_{+}, A_{-}$and $A_{0}$ in the $x-y$ plane at $z=0$ corresponding to Fig. 7.4. (a) At $\Omega=0.4 \omega_{\perp}$ the vortices with winding number 1 enter $A_{-}$component. The depletion of the OP amplitude by the vortices is compensated by the growth of $A_{+}$amplitude. (b) At $\Omega=0.5 \omega_{\perp}$ the vortices with winding number 1 appear. The vortices on the $y$ - and $x$-axis are plus and plus-minus HQVs, respectively.
$(r, \theta)$ centered at the core (see Fig. 7.4(b)) as

$$
\begin{equation*}
\Delta(r \gg 1, \theta, \boldsymbol{k})=\exp [i(\theta / 2+\pi / 2)]\left|A_{x y}\right|\left[\sin (\theta / 2) k_{x}-\cos (\theta / 2) k_{y}\right]+\left|A_{z}\right| k_{z} \tag{7.19}
\end{equation*}
$$

where $\left|A_{x y}\right|$ and $\left|A_{z}\right|$ are amplitude of the polar state characterized by the basis functions $k_{x}-k_{y}$ ( $x-y$ polar state) and by $k_{z}$ ( $z$ polar state), respectively. The HQV is formed by only the $x-y$ polar state as is seen from (7.19). The above state (7.19) can be rewritten as

$$
\begin{equation*}
\Delta(r \gg 1, \theta, \boldsymbol{k})=\frac{1}{\sqrt{2}}\left|A_{x y}\right|\left(k_{+}+e^{i \theta} k_{-}\right)+\left|A_{z}\right| k_{0} \tag{7.20}
\end{equation*}
$$

where $k_{ \pm}=\mp\left(k_{x} \pm i k_{y}\right) / \sqrt{2}$ and $k_{0}=k_{z}$. The vortex core of this HQV has the orbital angular momentum with positive z component because $k_{+}$is non-vanishing there, so we define it as a plus HQV. Similarly, one can construct a minus HQV with the identical vorticity but the local orbital angular momentum of the negative $z$ component in its core ( $k_{-}$).

The realized OP rewritten as

$$
\begin{equation*}
\Delta(\boldsymbol{r}, \boldsymbol{k})=A_{+}(\boldsymbol{r}) k_{+}+A_{-}(\boldsymbol{r}) k_{-}+A_{0}(\boldsymbol{r}) k_{0} \tag{7.21}
\end{equation*}
$$

where $A_{ \pm}=\mp\left(A_{x} \mp i A_{y}\right) / \sqrt{2}$ and $A_{0}=A_{z}$. In Fig. 7.5(a), the amplitudes (upper line) and phases (lower line) for each component $A_{+}, A_{-}, A_{0}$ are displayed for $\Omega=0.4 \omega_{\perp}$ corresponding to Fig. 7.4. It is seen that there are two vortices with the winding number 1 in $A_{-}$component on the $y$ axis. The depletion of the OP amplitude by the vortices is compensated by the growth of $A_{+}$amplitude. The HQV is embedded in the surrounding OP field. As we walk around one of the HQV core, the $p$-wave pairing state changes in the following manner: At $\theta=\pi$, the OP is described as $\Delta(\boldsymbol{k})=-\left|A_{x y}\right| k_{x}+\left|A_{z}\right| k_{z}$, namely this is the polar state. At $\theta=0$, the OP is now $\Delta(\boldsymbol{k})=-i\left|A_{x y}\right| k_{y}+\left|A_{z}\right| k_{z}$. This is a superposition of the polar state and the chiral state. The spatial position where the arrow of $l$-vector near the HQV core vanishes is the polar state, and on the opposite side of HQV core, the chiral state is superposed by the polar state. Since this HQV breaks the reflection symmetry, the isolated HQV is energetically disfavored and rather a pair of the HQV is advantageous. This is one of the reasons why we found a pair of the HQV at $\Omega=0.4 \omega_{\perp}$.

Upon further increase in the rotational speed $\left(\Omega=0.5 \omega_{\perp}\right)$, the HQVs enter further from the $x$ direction (see Fig. 7.4). They are different from above mentioned plus HQVs. As is seen from Fig. 7.5(b), a pair of plus-minus HQVs appears from the $x$ direction. There are the vortices with the winding number 1 in each $A_{+}$and $A_{-}$component on the different position of the $x$-axis. The depletion of the OP amplitude by the vortices is compensated by the growth of amplitude with the opposite orbital angular momentum component. The minus HQV is situated more inside in the trap potential than plus HQV, because of the repulsive interaction between the plus HQV on the $x$-axis and the $y$-axis. It is an analogous situation for the HQVs in the $F=1$ spinor BEC [129]. We also notice from Fig. $7.4\left(\Omega=0.5 \omega_{\perp}\right)$ that the condensate profile itself expands, deforms and deviates clearly from a circular form due to the non-trivial centrifugal energy.

Figure 7.6 shows a different view of Fig. 7.4, displaying the $z-x$ cross section. At rest, $l$ vectors point almost to the $x$ direction. As $\Omega$ increases, the downward $l_{z}$ component appears, which causes a counterclockwise circular "orbital" supercurrent. At the top and bottom ends of the system the HQVs appear as indicated by asterisks. These blue lines show the polar state neighboring the HQV as mentioned above. In the $\Omega=0.5 \omega_{\perp}$ case, the side view of two pairs of plus-minus HQVs can be seen clearly. The light blue lines indicated by the red arrows correspond to the polar states between plus and minus HQV. These lines bend outward away from the center towards $\pm z$ direction. Around the positions indicated by the red arrows the condensate profile is greatly deformed. Because there the polar state dominates over the chiral state, which leads to the depletion of the condensate, resulting in this deformation.

### 7.4 Pancake shape trap

In order to understand the geometric effect of the textures stabilized in cigar shape trap, we examine the pancake trap case. We consider the anisotropy $\lambda=3.0$ as an example, where we take $100 \times 100 \times 80$ meshes with the cloud size $R_{x}=R_{y}=30 \sqrt{5 / 3}$ and $R_{z}=10 \sqrt{5 / 3}$ in the TF approximation. We fix the temperature at $t_{x}=t_{y}=0.5$ and $\alpha=0.95$.

### 7.4.1 Axis symmetric texture at rest

Figure 7.7 displays the resulting $l$-vector texture (Fig. 7.7(a)) and associated in-plane supercurrent (Fig. 7.7(b)) at rest. It is seen that most of the $l$-vectors point to the negative $z$ direction, except for those near the upper and lower surface regions, which acquire the $r$-component of the radial direction. The trap potential forces the $l$-vector to be parallel to


Figure 7.6: The $z-x$ cross sections corresponding to Fig. 7.4. The $l$-vectors lie almost in the $x-y$ plane at rest. Under rotation two HQVs appear, shown as asterisks. At $\Omega=0.5 \omega_{\perp}$ two pairs of the HQVs can be seen, indicated by red arrows.


Figure 7.7: Stable texture in the pancake trap with $\lambda=3.0$ at rest. (a) $l$-vector pattern in the $z-r$ plane. The pattern is axial symmetric around $z$. (b) Spontaneous supercurrent in the $x-y$ plane at $z=0$.
the surface of condensates. This effect is especially strong when the curvature of the surface is large. Thus, in this case shown in Fig. 7.7(a), the left and right ends of the system force the $l$-vectors to point to the $z$ direction, giving an overall $l$-vector configuration to the $z$ direction, even for the vectors near the center. The amplitude of $l$-vectors decrease, namely the polar state mixes with the chiral state towards the outside.

This stable texture is axis symmetric around the $z$-axis, which is different in the cigar shape trap. This is because the effect of the trap potential is greater than one of the dipoledipole interaction in the present situation $(\alpha=0.95)$, so that the chiral state consisting of the $k_{x}$ and $k_{y}$ components dominates over the polar state, resulting in the axis symmetric texture with respect to the $z$-axis. If the influence of the dipole-dipole interaction is much greater, or $\alpha$ becomes small, the stable texture is similar to those in the cigar shape trap.

The spatial variation of the amplitude of $l$-vectors towards the outer region generates a circular "orbital" supercurrent in the $x-y$ plane as shown in Fig. 7.7(b). Since the spontaneous supercurrent flows around the external rotational axis, the axial symmetric texture is stable against low rotation.

### 7.4.2 Vortices under rotation

As shown in Fig. 7.8 where the $x-y$ cross section at $z=0$ is displayed for various rotations. Similarly to the previous texture changes in the cigar shape, we see a pair of the HQV enter from the $y$-axis for $\Omega=0.3 \omega_{\perp}$. Those vortices are exactly the same HQV as in the cigar case (see Fig. 7.4). The following sequence upon increasing $\Omega$ is very similar to the previous cigar case, slightly differing its rotation speed where in the pancake case the sequence is shifted to lower speed. We illustrate the $x-z$ cross section at $y=0$ in Fig. 7.9. The almost $l$-vectors pointing to the negative $z$ direction at rest now deforms as $\Omega$ increases. From the right and left ends the polar state seen as blue color invades into the system. At $\Omega=0.5 \omega_{\perp}$ the condensate profile itself is deformed greatly because of the dominance of the polar state associated with increasing HQVs.

### 7.5 Quasi-2D trap

A necessary condition for Majorana zero modes to exist at a vortex core is as follows: (A) the vortex possesses an odd winding number and phase singularity in spinless chiral $p$-wave superfluids $[97,130]$ or $(B)$ the vortex possesses one-half winding number, that is, the vortex is a HQV in spinful chiral $p$-wave superfluids [41].

Here, under those circumstances, we investigate experimental requirements to satisfy the condition (A) in spin polarized neutral atomic Fermi gases. In quasi-2D confinement that prohibits the Cooper pairs of the $z$-direction, chiral $k_{x} \pm i k_{y}$ paired states are realized unless the magnetic field for the Feshbach resonance is parallel to the quasi-2D system [122, 50]. A requirement of the quasi-2D system is $R_{z} \ll \xi$, namely, $\hbar \omega_{z} /\left(k_{B} T_{c}\right) \gg T_{c} / T_{F}$, where $R_{z}$ is the radius of atomic gases toward the $z$-direction, $\xi$ is the coherence length, $\omega_{z}$ is the trap frequency of the $z$-direction, $T_{c}$ is the transition temperature, and $T_{F}$ is the Fermi temperature. This requirement may be satisfied by the optical lattice potential of a period $\sim 3 \mu \mathrm{~m}[131,132]$. The aim of this study is to determine the stability condition for the singular vortex, which possesses Majorana zero energy modes at the vortex core, under the quasi-2D confinement that allows the chiral $k_{x} \pm i k_{y}$ paired state produced by the magnetic Feshbach resonance. It has been proposed that the vortices with Majorana zero modes in the $p$-wave resonant atomic Fermi gases are utilized for a topological quantum computer


Figure 7.8: The $x-y$ cross sectional view of the textures for the pancake shape trap with $\lambda=3.0$ for various rotations. The two objects on the $y$-axis for $\Omega=0.3 \omega_{\perp}$ are the HQVs. Compare those with Fig. 7.4 in cigar shape case.


Figure 7.9: The $x-z$ cross sectional view of the same textures in Fig. 7.8. The polar state indicated by blue color gradually enter from the right and left ends, making the system deform.
already including the optical methods of operating and reading out states of qubits [126, 63]. However, the strict stable conditions of the vortices with Majorana zero modes have not yet been discussed.

The OP of the spinless $p$-wave superfluidity in the quasi-2D trap potential can be expanded on the basis of rectangular coordinates with expansion coefficients $A_{i}(i=x, y)$ :

$$
\begin{equation*}
\Delta(\boldsymbol{k})=A_{x} k_{x}+A_{y} k_{y} \tag{7.22}
\end{equation*}
$$

where $\boldsymbol{k}$ is the unit vector in momentum space. We assume that the momentum toward the $z$-direction is prohibited by the quasi-2D trap potential.

We estimate the approximate profile of the condensates at rest within the TF approximation. In addition, we assume that the condensate is in the chiral state, which is stable in a bulk. The profile of OP amplitude is

$$
\begin{equation*}
\left|\Delta_{c}(r)\right|=\sqrt{(1-t)-\frac{3}{5} \omega^{2} r^{2}} \tag{7.23}
\end{equation*}
$$

and the radius of condensates is

$$
\begin{equation*}
R_{\Delta}=\sqrt{\frac{5}{3}} \frac{\sqrt{1-t}}{\omega} \tag{7.24}
\end{equation*}
$$

Here, we introduce $l$-vector pointing in the direction of the orbital angular momentum of the Cooper pair. $l$-vector has only the $z$-component when the momentum toward the $z$ direction is suppressed. The $z$-component of $l$-vector is expressed with expansion coefficients on the basis of the component of the orbital angular momentum along the $z$-axis: $\Delta(\boldsymbol{k})=$ $A_{+} k_{+}+A_{-} k_{-}$. By using the coefficients,

$$
\begin{equation*}
l_{z}=\frac{\left|A_{+}\right|^{2}-\left|A_{-}\right|^{2}}{|\Delta|^{2}} \tag{7.25}
\end{equation*}
$$

where $|\Delta|^{2}=\left|A_{+}\right|^{2}+\left|A_{-}\right|^{2}$ is the squared amplitude of the OP. If the condensates are purely in the chiral state, $l_{z}$ has the unit value. $l_{z}$ decreases when the polar state is mixed through gradient and centrifugal energies. Finally, $l_{z}$ becomes zero, provided that the condensates are in the pure polar state.

### 7.5.1 Possible types of axisymmetric structure and a vortex

Since we assume the axisymmetric trap potential, axisymmetric structures of the condensates are stable when there is no vortex and only a singular vortex exists in the system. Here, we define the winding numbers of the plus and minus components as $w_{+}$and $w_{-}$, respectively, where $A_{ \pm}=\left|A_{ \pm}\right| e^{i\left(w_{ \pm} \theta+\alpha_{ \pm}\right)}$with a phase constant $\alpha_{ \pm}$. Axisymmetric structures of the OP consisting of the plus-minus components must have the combinations of the winding number $\left\langle w_{+}, w_{-}\right\rangle=\langle n-1, n+1\rangle$, where $n$ is an integer [133, 134]. The axisymmetric condition of what is stricter than that of multi-component spinor BECs [135]. Generally, the small winding number state is energetically favorable.

For the nonvortex structures, the possible combinations of the winding number are $\left\langle w_{+}, w_{-}\right\rangle=\langle-2,0\rangle$ and $\langle 0,2\rangle$. These structures are degenerate at rest. However, under positive rotation or counterclockwise rotation, the structure with $\langle-2,0\rangle$ is stable because the minus chiral component without phase winding is advantageous under positive rotation [136].


Figure 7.10: Phase diagram of the OP structures for trap frequency $(\omega)$ vs rotation frequency $(\Omega)$. The TF radii of the condensate $\left(R_{\Delta}\right)$ at rest are also noted. The region N is the nonvortex structure, S is the singular vortex structure where Majorana zero modes exist, and M is the multiple vortex structure. Solid circles and crosses show the structures with and without Majorana zero modes, respectively.

For the structures with a singular vortex, the possible combinations of the winding number are $\left\langle w_{+}, w_{-}\right\rangle=\langle-3,-1\rangle,\langle-1,1\rangle$, and $\langle 1,3\rangle$. Among these combinations, the structure with $\langle-1,1\rangle$ is the most stable under low positive rotation, because the main component, which is the minus chiral component, has a winding number of 1 .

Therefore, it is sufficient to consider the combination of winding number $\left\langle w_{+}, w_{-}\right\rangle=$ $\langle-2,0\rangle$ for the nonvortex structure, and $\left\langle w_{+}, w_{-}\right\rangle=\langle-1,1\rangle$ for the structure with a singular vortex.

### 7.5.2 Stability region of the singular vortex

We show the phase diagram of the OP structures for trap frequency $\omega$ vs rotation frequency $\Omega$ in Fig. 7.10. We consider the three cases for the trap frequencies $\hbar \omega=2.5,4.0$, and $8.0 \times 10^{-3} \sqrt{144 \pi^{2} / 35 \zeta(3)} \sqrt{2 \Gamma /(1+2 \Gamma)} k_{B} T_{c}$. The condition of applying the GL framework $\hbar \omega \ll k_{B} T_{c}$ is satisfied because of $2 \Gamma /(1+2 \Gamma)<1$. The calculated points are denoted by solid circles and crosses in Fig. 7.10. The region N is the nonvortex structure, S is the singular vortex structure where Majorana zero modes exist, and M is the multiple vortex region. Details of each structure are explained in the following subsections.

## Rotation dependence

In this subsection, we show the representative structures with the trap frequency $2.5 \times 10^{-3} \omega_{0}$, where the TF radius of the condensate $R_{\Delta}$ is about $160 \xi_{0}$ at rest. In this case, various vortex structures are stabilized by rotation.

We show the OP amplitude at rest in Figs. 7.11(a) and 7.11(b). The OP amplitude at the center is slightly suppressed from that of the chiral state in a bulk $\Delta(t)=\Delta_{0} \sqrt{1-t}$. The OP amplitude is gradually decreased toward the outside by the trap potential, according


Figure 7.11: In the region N of Fig. 7.10 at rest: (a) Contour map of the OP amplitude, (b) cross sections of the OP amplitude, the plus chiral component, and TF estimate from eq. (7.23), (c) contour map of $l_{z}$ where the region $\Delta / \Delta_{0} \geq 0.01$ is shown, and (d) cross section of $l_{z}$.
to eq. (7.23) except near the edge. Since the condensation energy is small at the edge, the gradient energy makes a large contribution to the structures. The plus chiral component $A_{+}$ with the winding number $w_{+}=-2$ is induced at the edge because the gradient energy terms in eq. (7.3), such as $A_{+}^{*}\left(\partial^{2} A_{-} / \partial r^{2}\right)$, inevitably induce another component at the place where the main component $A_{-}$with the winding number $w_{-}=0$ is spatially varied. The feature is absent in spinor BECs because the spatial differential operators act on real space, while the OP exists in spin space [47, 48].

This is also clear from the $l_{z}$ values shown in Figs. 7.11(c) and 7.11(d). In almost all regions, $l_{z}=-1$, namely, the condensate is in the minus chiral state. However, the $l$-vectors shorten toward the outside of the condensate at the edge. The condensate is finally in the polar state.

A singular vortex enters the center of the condensate under rotation. We show the OP amplitude and the $z$-component of the $l$-vector in Fig. 7.12 at $\Omega=0.35 \Omega_{c}$. Since the vortex enters the condensate of the spinless chiral state and has a combination of odd winding number $\left\langle w_{+}, w_{-}\right\rangle=\langle-1,1\rangle$, the vortex is accompanied by Majorana zero modes. The condensate is in the minus chiral state in most of the regions; however, the plus chiral component is induced around the vortex core and at the edge. Note that the condensate at the edge is in the plus chiral state because of the effect of rotation through the gradient energy terms in eq. (7.3), such as $\Omega r A_{+}^{*}\left(\partial A_{-} / \partial r\right)$.


Figure 7.12: In the region S of Fig. 7.10 where a singular vortex is accompanied by Majorana zero modes at $\Omega=0.35 \Omega_{c}$ : (a) Contour map of the OP amplitude, (b) cross sections of the OP amplitude (solid line) and the plus chiral component (dot-dash line), (c) contour map of $l_{z}$ where the region $\Delta / \Delta_{0} \geq 0.01$ is shown, and (d) cross section of $l_{z}$.


Figure 7.13: In the region M of Fig. 7.10 at $\Omega=0.60 \Omega_{c}$ : (a) Contour map of the OP amplitude and (b) contour map of $l_{z}$ where the region $\Delta / \Delta_{0} \geq 0.01$ is shown.

On increasing the rotation frequency $\Omega$, vortices enter the condensate one by one from outside. We show the OP amplitude in Fig. 7.13(a) and $l_{z}$ in Fig. 7.13(b) where the condensate contains three vortices at $\Omega=0.60 \Omega_{c}$. All the vortices are not singular vortices in the system. The cores of the plus and minus chiral components are split and covered by the other component. The centrifugal energy, eq. (7.9), increases the condensate extension and brings the condensate at the edge into the polar state with the momentum toward the $\theta$-direction. HQVs with $l_{z}=1$ in the polar state effectively absorb the angular momentum by rotation.

Here, we introduce a pseudo-spin representation so that differences between the singular vortex and the splitting vortex can easily be seen. Since the OP has only two components, we can express the OP on the basis of the vector

$$
\begin{equation*}
\boldsymbol{\eta} \equiv \frac{1}{|\Delta|}\binom{A_{+}}{A_{-}} \tag{7.26}
\end{equation*}
$$

The pseudo-spin is defined using the vectors and Pauli matrices with the total spin $1 / 2$.

$$
\begin{align*}
S_{x} & \equiv \frac{1}{2} \boldsymbol{\eta}^{\dagger} \sigma_{x} \boldsymbol{\eta}=\frac{1}{|\Delta|^{2}} \operatorname{Re}\left(A_{+}^{*} A_{-}\right) \\
S_{y} & \equiv \frac{1}{2} \boldsymbol{\eta}^{\dagger} \sigma_{y} \boldsymbol{\eta}=\frac{1}{|\Delta|^{2}} \operatorname{Im}\left(A_{+}^{*} A_{-}\right)  \tag{7.27}\\
S_{z} & \equiv \frac{1}{2} \boldsymbol{\eta}^{\dagger} \sigma_{z} \boldsymbol{\eta}=\frac{1}{2} \frac{\left|A_{+}\right|^{2}-\left|A_{-}\right|^{2}}{|\Delta|^{2}}
\end{align*}
$$

The $z$-component of the pseudo-spin $S_{z}$ is one-half of $l_{z}$.
We define the topological charge $N \equiv w_{-} w_{+}$. Axisymmetric vortices have the topological charge $N=2$ and the HQVs with the combinations of the winding number $\left\langle w_{+}, w_{-}\right\rangle=$


Figure 7.14: Pseudo-spin vectors ( $S_{x}, S_{y}$ ) with the contour of the $S_{z}$ component (a) around a singular vortex at $\Omega=0.35 \Omega_{c}$ (Fig. 7.12) and (c) around a splitting vortex at $\Omega=0.60 \Omega_{c}$ (Fig. 7.13). Cross sections of the OP amplitude (solid line), the plus chiral component (dotdash line), and minus chiral component (dashed line) (b) across a singular vortex and (d) across a splitting vortex.
$\langle-1,0\rangle$ and $\langle 1,0\rangle$ have $N=1$. The pseudo-spin can be rewritten with the topological charge:

$$
\begin{align*}
& S_{x}=\frac{\left|A_{+} A_{-}\right|}{|\Delta|^{2}} \cos \left(N \theta+\alpha^{\prime}\right), \\
& S_{y}=\frac{\left|A_{+} A_{-}\right|}{|\Delta|^{2}} \sin \left(N \theta+\alpha^{\prime}\right),  \tag{7.28}\\
& S_{z}=\frac{1}{2} \frac{\left|A_{+}\right|^{2}-\left|A_{-}\right|^{2}}{|\Delta|^{2}},
\end{align*}
$$

where the relative phase $\alpha^{\prime}=\alpha_{-}-\alpha_{+}$. The pseudo-spin vector $\left(S_{x}, S_{y}\right)$ rotates $N$ times around a vortex with the topological charge $N$ [137].

The axisymmetric singular vortex at the center of the condensate at $\Omega=0.35 \Omega_{c}$ has the topological charge $N=2$ (Figs. 7.14(a) and 7.14(b)). Similarly, the vortices at $\Omega=0.60 \Omega_{c}$ have the topological charge $N=2$ around a path far away from them (Figs. 7.14(c) and 7.14(d)). However, they are split into two HQVs with $N=1$ because of the OP amplitude around the off-centered vortices without axisymmetry by a harmonic trap potential. The HQVs on the $y$-axis with the combinations of the winding number $\langle-1,0\rangle$ and $\langle 0,1\rangle$ are located on $\left(0,42 \xi_{0}\right)$ and $\left(0,50 \xi_{0}\right)$, respectively, in Fig. 7.14(d). The distance between two

HQVs is approximately $8 \xi_{0} \approx 3 \xi(t)$, where $\xi(t)=\xi_{0}(1-t)^{-1 / 2}$ is the temperature-dependent coherence length.

Since the off-centered vortex has a finite OP everywhere, Majorana zero modes, which are zero energy excitations, may not exist. Note, however, that the vortex situated at a few times of coherence length is similar to the singular vortex with Majorana zero modes. The quasi-particle states of the off-centered vortex are unknown at present. We must solve the Bogoliubov-de Gennes equations in order to understand the quasi-particle states. This is our future problem.

## Trapping dependence

The number of vortices is proportional to the rotation frequency and the system size, or the cross section that is perpendicular to the rotational axis. The radius of the condensate is inversely proportional to the trap frequency and is increased by the centrifugal energy under rotation. Since the effect of the centrifugal energy differs among orbital states, the region of the polar state appears predominantly at the edge of the condensate under high rotation. Therefore, the number of vortices in the chiral state situated in the central region does not increase with increasing rotation because the angular momentum is absorbed by HQVs in the polar state at the surrounding area, which prevent the vortex from entering the central region.

The vortex does not enter the chiral state up to high rotation in the case of $\omega=8.0 \times$ $10^{-3} \omega_{0}$ and only the singular vortex enters under high rotation in the case of $\omega=4.0 \times 10^{-3} \omega_{0}$. Namely, we will have to employ a low trap frequency in an experiment to observe Majorana zero modes. In the previous section under a 3 D pancake-shape trap potential, the major radius of the condensate was approximately $30 \xi_{0}$, which corresponds to high-trap-frequency cases in this section; therefore, the polar core vortex with a combination of winding number $\left\langle w_{+}, w_{0}, w_{-}\right\rangle=\langle-1,0,1\rangle$, which corresponds to the singular vortex $\left\langle w_{+}, w_{-}\right\rangle=\langle-1,1\rangle$, did not enter the condensate.

### 7.6 Summary

By minimizing the generic GL energy functional within weak-coupling approximation, we find stable textures for $p$-wave superfluids in neutral atomic gases confined in 3D harmonic trap potentials which are to be realized in near future. In order to help detecting its superfluidity, we examine two typical trap geometries, cigar and pancake shapes. At rest, the obtained stable textures in both shapes exhibit the spontaneous supercurrent flow. Under rotation, a pair of the HQVs enters in the condensates. The isolated HQV is never stabilized in our calculations because of topological constrains.

It is interesting to note that the direction of the spontaneously generated supercurrent at rest is always perpendicular to the direction of the majority $l$-vectors, that is, the condensates in the cigar and pancake case $l$-vectors lie on the $x-y$ plane and point to the $z$ direction, respectively, so the supercurrent flows toward the $z$ direction and in the $x-y$ plane. This implies that the trap shape is critical in understanding and controlling the physics of the textures on the $p$-wave superfluid.

In the systems confined in the quasi-2D harmonic trap potential with a low frequency, the singular vortex accompanied by Majorana zero modes enters the center of the condensates under rotation. Under high rotation, the multiple vortex state is stabilized. The off-centered vortices in the multiple vortex state are split into two HQVs and are not accompanied by

Majorana zero modes; the quasi-particle states of the off-centered vortex are unknown at present. Note that a centered singular vortex is accompanied by Majorana zero modes even though some vortices exist in the chiral state.

Within the present quasi-2D harmonic trap potential, there is no stable parameter region in the $(\omega, \Omega)$ plane for plural singular vortices, which is necessary for a topological quantum computer. We suggest the use of a quasi-2D square well potential for confinement, which is also used in the superfluid ${ }^{3} \mathrm{He}$ confined in parallel plates [44, 42]. This could accommodate a pair of singular vortices or more.

## Chapter 8

## Conclusion

### 8.1 Summary of this thesis

We have investigated textures and Majorana excitations such as Majorana quasi-particles (QPs) and Majorana fermions in the superfluid ${ }^{3} \mathrm{He}$ and $p$-wave resonant superfluids of Fermi atomic gases.

Textures in the superfluid ${ }^{3} \mathrm{He}$ A-phase confined in a narrow cylinder have been discussed in Chap. 5. Under magnetic fields larger than $\sim 2 \mathrm{mT}$ toward the cylindrical axis, $l$-vector forms radial disgyration (RD) at rest and Mermin-Ho (MH) texture under rotation. For a cylinder with radius $R=50 \mu \mathrm{~m}, d$-vector forms hyperbolic type (hb); on the other hand, for a cylinder with radius $R=115 \mu \mathrm{~m}$, $d$-vector tends to form axial type (ax). Therefore, by rotation, RD-hb changes to MH-hb in the $R=50 \mu \mathrm{~m}$ cylinder and RD-ax changes to MH-hb in the $R=115 \mu \mathrm{~m}[19,20]$. The results correspond to results of the experiment in ISSP, Univ. of Tokyo [77, 78, 79, 80, 81].

Character of Majorana excitations is different in the superfluid ${ }^{3} \mathrm{He}$ A- and B-phases, which have the same topological features of the spin Hall state and quantum spin Hall state, respectively. Majorana excitations in the superfluid ${ }^{3} \mathrm{He} \mathrm{A}$ - and B-phases confined in a thin slab have been discussed in Chap. 6. In the A-phase, Majorana QPs and Majorana fermions exist at the side edge of the slab and dispersion relation forms "Dirac valley" [21, 22, 23]. Accompanying the Majorana excitations, mass current flow along the side edge. This mass current has the projection of angular momentum $\sim N \hbar / 2$, where $N$ is the number of ${ }^{3} \mathrm{He}$ atoms. In the B-phase, Majorana fermions exist at the all surface of the slab and dispersion relation forms Majorana cone. Accompanying the Majorana fermions, spin current flow along the surface three-dimensionally. If thickness of the slab is short, however, the zero energy modes of the Majorana fermions at upper and lower surfaces are split.

Textures and Majorana QPs in $p$-wave resonant superfluids of Fermi atomic gases have been discussed in Chap. 7. The $p$-wave resonant superfluids in three-dimensional trap potential form different textures from the superfluid ${ }^{3} \mathrm{He}$ [24, 25]. $l$-vector tends to align parallel to the circumference of the condensate and spontaneous mass current flow three-dimensionally even at rest. Under rotation, pairs of half-quantum vortices (HQVs) enter in the condensate. In quasi-two-dimensional trap potential, we have derived conditions to realize a singular vortex with a Majorana QP for trap frequency and rotation frequency [26].

### 8.2 Future studies

The mass current accompanying the Majorana excitations in the superfluid ${ }^{3} \mathrm{He} \mathrm{A}$-phase along the side edge of a slab has the projection of angular momentum $\sim N \hbar / 2$. The value of the projection of the angular momentum is the same as that of the intrinsic angular momentum (IAM) by Cooper pairs of chiral p-wave superfluids. Relation between their angular momentum is a future study. If Cooper pairs consist of all atoms in the Fermi sea, the projection of the IAM is $\sim N \hbar / 2$; on the other hand, if Cooper pairs consist of atoms near the Fermi level, the projection of the IAM is $\sim N \hbar / 2\left(\Delta / E_{F}\right)^{2}$. Then, the problem of the IAM relates to the base of superconductivity and superfluidity. The relation may answer the problem of the IAM had been discussed for more than three decades.

HQVs in the superfluid ${ }^{3} \mathrm{He}$ have been investigated by NMR experiment; however, clear evidence of them has not observed yet [44]. The HQVs are stabilized by the Fermi liquid correction [40]; on the other hand, they are unstable under the strong-coupling effect by pressure [42, 43]. Then, the HQVs are unstable in the ordinary A-phase at high pressure and high temperature because the strong-coupling effect is greater than the Fermi liquid correction [138]. In thin slab with the thickness of the order of several times of the coherence length, however, the stable region of the A-phase is enlarged toward low pressure [139]. In the A-phase at the low pressure, the HQVs are stabilized by the only Fermi liquid correction. A left subject is how to observe the HQVs. We may answer it to study the magnetic response of the lattice of the HQV pairs by the quasi-classical theory.

Investigation of textures in the $p$-wave resonant superfluids of Fermi atomic gasses is only our investigation by the Ginzburg-Landau theory. After realizing the $p$-wave resonant superfluids, we should do a study based on the microscopic theory to derive quantitative results.

## Appendix A

## Symmetry of quasi-classical Green's function

We use the symmetry of the quasi-classical Green's function in Eilenberger Eq. (6.1) to reduce computational time. If we replace Matsubara frequency $\omega_{n}$ with $-\omega_{n}^{*}$, the quasi-classical Green's functions in Nambu space have relations

$$
\begin{align*}
& \hat{g}\left(\boldsymbol{r}, \boldsymbol{k},-\omega_{n}^{*}\right)=-\hat{g}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right)^{\dagger}, \underline{\hat{g}}\left(\boldsymbol{r}, \boldsymbol{k},-\omega_{n}^{*}\right)=-\underline{\hat{g}}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right)^{\dagger}, \\
& \hat{f}\left(\boldsymbol{r}, \boldsymbol{k},-\omega_{n}^{*}\right)=\underline{\hat{f}}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right)^{\dagger}, \underline{\hat{f}}\left(\boldsymbol{r}, \boldsymbol{k},-\omega_{n}^{*}\right)=\hat{f}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right)^{\dagger}, \tag{A.1}
\end{align*}
$$

where we describe the complex conjugate of the Matsubara frequency explicitly because that is important when we calculate local density of states (LDOS). By the relations, we are allowed to sum only the positive $\omega_{n}$ to calculate self-consistent pair potential and mass and spin currents.

If we reverse the sign of relative momentum $\boldsymbol{k}$, the sign of spin-triplet components of the order parameter (OP) changes; on the other hand, that of a spin singlet component of the OP does not change. Specifically, general OP

$$
\hat{\Delta}(\boldsymbol{r}, \boldsymbol{k})=\left(\begin{array}{cc}
\Delta_{\uparrow \uparrow}(\boldsymbol{r}, \boldsymbol{k}) & \Delta_{\uparrow \downarrow}(\boldsymbol{r}, \boldsymbol{k}) \\
\Delta_{\downarrow \uparrow}(\boldsymbol{r}, \boldsymbol{k}) & \Delta_{\downarrow \downarrow}(\boldsymbol{r}, \boldsymbol{k})
\end{array}\right)
$$

has a relation, $\hat{\Delta}(\boldsymbol{r},-\boldsymbol{k})=-\hat{\Delta}^{\mathrm{T}}(\boldsymbol{r}, \boldsymbol{k})$, where a superscript T indicates transposition of a matrix. Since the sign of Fermi velocity also changes, $\boldsymbol{v}(-\boldsymbol{k})=-\boldsymbol{v}(\boldsymbol{k})$, the quasi-classical Green's functions in particle-hole space have relations

$$
\begin{align*}
& \hat{g}\left(\boldsymbol{r},-\boldsymbol{k}, \omega_{n}^{*}\right)=\underline{\hat{g}}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right)^{*}, \quad \underline{\hat{g}}\left(\boldsymbol{r},-\boldsymbol{k}, \omega_{n}^{*}\right)=\hat{g}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right)^{*}, \\
& \hat{f}\left(\boldsymbol{r},-\boldsymbol{k}, \omega_{n}^{*}\right)=-\underline{\hat{f}}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right)^{*}, \underline{\hat{f}}\left(\boldsymbol{r},-\boldsymbol{k}, \omega_{n}^{*}\right)=-\hat{f}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right)^{*} . \tag{A.2}
\end{align*}
$$

More reduction of computational time is possible by using mirror operators which define $S_{x} \boldsymbol{a} \equiv\left(-a_{x}, a_{y}, a_{z}\right), S_{z} \boldsymbol{a} \equiv\left(a_{x}, a_{y},-a_{z}\right)$, and $S_{x z} \boldsymbol{a} \equiv\left(-a_{x}, a_{y},-a_{z}\right)$ with an arbitrary vector $\boldsymbol{a}=\left(a_{x}, a_{y}, a_{z}\right)$. If the mirror operators act on the center-of-mass coordinate of pair potential under the antiperiodic boundary condition mentioned in Sec. 6.2, $\Delta(S \boldsymbol{r}, \boldsymbol{k})=\Delta(\boldsymbol{r}, S \boldsymbol{k})$, where $S$ is one among $S_{x}, S_{z}$, and $S_{x z}$. Since $S \boldsymbol{v} \cdot S \nabla=\boldsymbol{v} \cdot \nabla$, the quasi-classical Green's function satisfies

$$
\begin{equation*}
\widehat{g}\left(S \boldsymbol{r}, S \boldsymbol{k}, \omega_{n}\right)=\widehat{g}\left(\boldsymbol{r}, \boldsymbol{k}, \omega_{n}\right) \tag{A.3}
\end{equation*}
$$

Therefore, the quasi-classical Green's function and pair potential are self-consistently obtained by numerical calculation for only the positive Matsubara frequency and one eighth of the Fermi surface in the coordinate $-L / 2 \leq x \leq L / 2$ and $-D / 2 \leq z \leq D / 2$ by the symmetry of the quasi-classical Green's function (A.1), (A.2), and (A.3). The calculation for the real space coordinates is carried out by parallel computing with OpenMP.

## Appendix B

## Angular momentum of the A-phase in a slab

We consider a slab with a thickness $D$ along the $z$-direction and a macroscopic length of $2 R$ along the $x$-direction. If the superfluid ${ }^{3} \mathrm{He}$ A-phase is confined in the slab with $D \leq 8 \xi_{0}$, $l$-vector and $d$-vector point to the $z$-direction and they are uniform toward the $z$-direction, shown in Sec. 6.3.1. When a edge is at $x=0$, a model order parameter is

$$
\begin{align*}
\hat{\Delta}(x, \boldsymbol{k}) & =\left(\begin{array}{cc}
0 & \Delta\left[\tanh (x / \xi) k_{x}+i k_{y}\right] \\
\Delta\left[\tanh (x / \xi) k_{x}+i k_{y}\right] & 0
\end{array}\right) \\
& =\left(\begin{array}{cc}
0 & \Delta \sin \theta[\cos \phi \tanh (x / \xi)+i \sin \phi] \\
\Delta \sin \theta[\cos \phi \tanh (x / \xi)+i \sin \phi] & 0
\end{array}\right) \tag{B.1}
\end{align*}
$$

where $k_{x}=\cos \phi \sin \theta, k_{y}=\sin \phi \sin \theta, \xi=\hbar v_{F} / \Delta$, and $\Delta$ can be taken as positive real. Then, Riccati equations (6.3) are regarded as scalar equations:

$$
\begin{align*}
\hbar v_{F} \cos \phi \sin \theta \frac{\partial a\left(x, \boldsymbol{k}, \omega_{n}\right)}{\partial x}= & \Delta \sin \theta\left[\cos \phi \tanh \left(\frac{x}{\xi}\right)+i \sin \phi\right]-2 \omega_{n} a\left(x, \boldsymbol{k}, \omega_{n}\right) \\
& -\Delta \sin \theta\left[\cos \phi \tanh \left(\frac{x}{\xi}\right)-i \sin \phi\right] a^{2}\left(x, \boldsymbol{k}, \omega_{n}\right)  \tag{B.2}\\
-\hbar v_{F} \cos \phi \sin \theta \frac{\partial b\left(x, \boldsymbol{k}, \omega_{n}\right)}{\partial x}= & \Delta \sin \theta\left[\cos \phi \tanh \left(\frac{x}{\xi}\right)-i \sin \phi\right]-2 \omega_{n} b\left(x, \boldsymbol{k}, \omega_{n}\right) \\
& -\Delta \sin \theta\left[\cos \phi \tanh \left(\frac{x}{\xi}\right)+i \sin \phi\right] b^{2}\left(x, \boldsymbol{k}, \omega_{n}\right)
\end{align*}
$$

where Matsubara frequency is $\omega_{n}=(2 n+1) \pi k_{B} T$ and matrices of Riccati amplitude are

$$
\hat{a}\left(x, \boldsymbol{k}, \omega_{n}\right)=\left(\begin{array}{cc}
0 & a\left(x, \boldsymbol{k}, \omega_{n}\right)  \tag{B.3}\\
a\left(x, \boldsymbol{k}, \omega_{n}\right) & 0
\end{array}\right), \hat{b}\left(x, \boldsymbol{k}, \omega_{n}\right)=\left(\begin{array}{cc}
0 & b\left(x, \boldsymbol{k}, \omega_{n}\right) \\
b\left(x, \boldsymbol{k}, \omega_{n}\right) & 0
\end{array}\right)
$$

These solutions are

$$
\begin{align*}
& a\left(x, \boldsymbol{k}, \omega_{n}\right)=\frac{\omega_{n}-\sqrt{\omega_{n}^{2}+\Delta^{2} \sin ^{2} \theta}+\Delta \sin \theta[\cos \phi \tanh (x / \xi)+i \sin \phi]}{\omega_{n}+\sqrt{\omega_{n}^{2}+\Delta^{2} \sin ^{2} \theta}-\Delta \sin \theta[\cos \phi \tanh (x / \xi)-i \sin \phi]}  \tag{B.4}\\
& b\left(x, \boldsymbol{k}, \omega_{n}\right)=-\frac{\omega_{n}-\sqrt{\omega_{n}^{2}+\Delta^{2} \sin ^{2} \theta}-\Delta \sin \theta[\cos \phi \tanh (x / \xi)-i \sin \phi]}{\omega_{n}+\sqrt{\omega_{n}^{2}+\Delta^{2} \sin ^{2} \theta}+\Delta \sin \theta[\cos \phi \tanh (x / \xi)+i \sin \phi]}
\end{align*}
$$

From eqs. (6.2), (6.4), and (6.15), quasi-classical Green's function is

$$
\begin{align*}
g_{0}\left(x, \boldsymbol{k}, \omega_{n}\right) & =\frac{1-a\left(x, \boldsymbol{k}, \omega_{n}\right) b\left(x, \boldsymbol{k}, \omega_{n}\right)}{1+a\left(x, \boldsymbol{k}, \omega_{n}\right) b\left(x, \boldsymbol{k}, \omega_{n}\right)} \\
& =\frac{1}{\sqrt{\omega_{n}^{2}+\Delta^{2} \sin ^{2} \theta}}\left[\omega_{n}+\frac{\Delta^{2} \sin ^{2} \theta \cos ^{2} \phi}{2\left(\omega_{n}+i \Delta \sin \theta \sin \phi\right)} \operatorname{sech}^{2}\left(\frac{x}{\xi}\right)\right] . \tag{B.5}
\end{align*}
$$

## B. 1 Angular momentum by Matsubara Green's function

From eq. (6.13), mass current is

$$
\begin{equation*}
j_{i}(x)=m v_{F} N_{0} \pi k_{B} T \sum_{\omega_{n}}\left\langle k_{i} \operatorname{Im}\left[g_{0}\left(x, \boldsymbol{k}, \omega_{n}\right)\right]\right\rangle_{\boldsymbol{k}} \tag{B.6}
\end{equation*}
$$

Here,

$$
\begin{align*}
\operatorname{Im}\left[g_{0}\left(x, \boldsymbol{k}, \omega_{n}\right)\right] & =-\frac{1}{2 \sqrt{\omega_{n}^{2}+\Delta^{2} \sin ^{2} \theta}} \frac{\Delta^{3} \sin ^{3} \theta \sin \phi \cos ^{2} \phi}{\omega_{n}^{2}+\Delta^{2} \sin ^{2} \theta \sin ^{2} \phi} \operatorname{sech}^{2}\left(\frac{x}{\xi}\right) \\
& =-\frac{1}{2 \sqrt{\omega_{n}^{2}+\Delta^{2}\left(k_{x}^{2}+k_{y}^{2}\right)}} \frac{\Delta^{3} k_{x}^{2} k_{y}}{\omega_{n}^{2}+\Delta^{2} k_{y}^{2}} \operatorname{sech}^{2}\left(\frac{x}{\xi}\right) \tag{B.7}
\end{align*}
$$

For Fermi surface average, mass current has only the $y$-component. Since $\operatorname{Im}\left[g_{0}\right]$ is even function for $\omega_{n}$, the $y$-component of mass current is

$$
\begin{equation*}
j_{y}(x)=2 m v_{F} N_{0} \pi k_{B} T \sum_{\omega_{n}>0} \int_{0}^{\pi} \frac{d \theta \sin \theta}{2} \int_{0}^{2 \pi} \frac{d \phi}{2 \pi} \sin \phi \sin \theta \operatorname{Im}\left[g_{0}\left(x, \boldsymbol{k}, \omega_{n}\right)\right] \tag{B.8}
\end{equation*}
$$

By the $\phi$-integration,

$$
\begin{align*}
& \int_{0}^{2 \pi} \frac{d \phi}{2 \pi} \sin \phi \operatorname{Im}\left[g_{0}\left(x, \boldsymbol{k}, \omega_{n}\right)\right] \\
= & -\frac{\Delta^{3} \sin ^{3} \theta}{2 \sqrt{\omega_{n}^{2}+\Delta^{2} \sin ^{2} \theta}} \operatorname{sech}^{2}\left(\frac{x}{\xi}\right) \int_{0}^{2 \pi} \frac{d \phi}{2 \pi} \frac{\sin ^{2} \phi \cos ^{2} \phi}{\omega_{n}^{2}+\Delta^{2} \sin ^{2} \theta \sin ^{2} \phi} \\
= & -\frac{\Delta^{3} \sin ^{3} \theta}{2 \sqrt{\omega_{n}^{2}+\Delta^{2} \sin ^{2} \theta}} \operatorname{sech}^{2}\left(\frac{x}{\xi}\right) \frac{2 \omega_{n}^{2}+\Delta^{2} \sin ^{2} \theta-2 \omega_{n} \sqrt{\omega_{n}^{2}+\Delta^{2} \sin ^{2} \theta}}{2 \Delta^{4} \sin ^{4} \theta} \\
= & -\frac{1}{4 \Delta \sin \theta}\left[\sqrt{\omega_{n}^{2}+\Delta^{2} \sin ^{2} \theta}+\frac{\omega_{n}^{2}}{\sqrt{\omega_{n}^{2}+\Delta^{2} \sin ^{2} \theta}}-2 \omega_{n}\right] \operatorname{sech}^{2}\left(\frac{x}{\xi}\right) . \tag{B.9}
\end{align*}
$$

By the $\theta$-integration,

$$
\begin{align*}
& \int_{0}^{\pi} \frac{d \theta \sin ^{2} \theta}{2} \int_{0}^{2 \pi} \frac{d \phi}{2 \pi} \sin \phi \operatorname{Im}\left[g_{0}\left(x, \boldsymbol{k}, \omega_{n}\right)\right] \\
= & -\frac{1}{8 \Delta} \operatorname{sech}^{2}\left(\frac{x}{\xi}\right) \int_{0}^{\pi} d \theta \sin \theta\left[\sqrt{\omega_{n}^{2}+\Delta^{2} \sin ^{2} \theta}+\frac{\omega_{n}^{2}}{\sqrt{\omega_{n}^{2}+\Delta^{2} \sin ^{2} \theta}}-2 \omega_{n}\right] \\
= & -\frac{1}{8 \Delta} \operatorname{sech}^{2}\left(\frac{x}{\xi}\right)\left[\frac{3 \omega_{n}^{2}+\Delta^{2}}{\Delta} \sin ^{-1} \frac{\Delta}{\sqrt{\omega_{n}^{2}+\Delta^{2}}}-3 \omega_{n}\right] . \tag{B.10}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
j_{y}(x)=-\frac{m v_{F} N_{0}}{4 \Delta} \operatorname{sech}^{2}\left(\frac{x}{\xi}\right) \pi k_{B} T \sum_{\omega_{n}>0}\left[\frac{3 \omega_{n}^{2}+\Delta^{2}}{\Delta} \sin ^{-1} \frac{\Delta}{\sqrt{\omega_{n}^{2}+\Delta^{2}}}-3 \omega_{n}\right] \tag{B.11}
\end{equation*}
$$

In low temperature limit, summation of $\omega_{n}=(2 n+1) \pi k_{B} T$ can be replaced by integration:

$$
\begin{align*}
& \pi k_{B} T \sum_{\omega_{n}>0}\left[\frac{3 \omega_{n}^{2}+\Delta^{2}}{\Delta} \sin ^{-1} \frac{\Delta}{\sqrt{\omega_{n}^{2}+\Delta^{2}}}-3 \omega_{n}\right] \\
\approx & \pi k_{B} T \int_{0}^{\infty} \frac{d \omega}{2 \pi k_{B} T}\left[\frac{3 \omega^{2}+\Delta^{2}}{\Delta} \sin ^{-1} \frac{\Delta}{\sqrt{\omega^{2}+\Delta^{2}}}-3 \omega\right] \\
= & \frac{1}{2} \lim _{\omega \rightarrow \infty}\left[\frac{\omega}{\Delta}\left(\omega^{2}+\Delta^{2}\right) \sin ^{-1} \frac{\Delta}{\sqrt{\omega^{2}+\Delta^{2}}}-\omega^{2}\right] \\
= & \frac{1}{2} \lim _{\omega \rightarrow \infty}\left[\frac{\omega}{\Delta}\left(\omega^{2}+\Delta^{2}\right)\left\{\frac{\Delta}{\sqrt{\omega^{2}+\Delta^{2}}}+\frac{1}{6} \frac{\Delta^{3}}{\left(\omega^{2}+\Delta^{2}\right)^{3 / 2}}\right\}-\omega^{2}\right] \\
= & \frac{\Delta^{2}}{3} . \tag{B.12}
\end{align*}
$$

Finally, mass current is

$$
\begin{equation*}
j_{y}(x)=-\frac{m v_{F} N_{0} \Delta}{12} \operatorname{sech}^{2}\left(\frac{x}{\xi}\right) \tag{B.13}
\end{equation*}
$$

Angular momentum of the system is derived by extending a edge circularly. Then,

$$
\begin{align*}
L_{z} & =2 \pi R D \int_{R}^{0} d x j_{y}(x)(R-x) \\
& =\frac{m v_{F} N_{0} \Delta}{6} \pi R D \int_{0}^{R} d x(R-x) \operatorname{sech}^{2}\left(\frac{x}{\xi}\right) \\
& =\frac{m v_{F} N_{0} \Delta}{6} \pi R D \xi^{2} \ln \left(\cosh \frac{R}{\xi}\right) \\
& \approx \frac{m v_{F} N_{0} \Delta}{6} \xi \pi R^{2} D \tag{B.14}
\end{align*}
$$

because $R \gg \xi$. Since $\xi=\hbar v_{F} / \Delta$ and

$$
\begin{equation*}
N_{0}=\frac{m k_{F}}{\pi^{2} \hbar^{2}}=\frac{m k_{F}}{\pi^{2} \hbar^{2}} \frac{1}{v_{F}^{2}}\left(\frac{\hbar k_{F}}{m}\right)^{2}=\frac{3}{m v_{F}^{2}} \frac{k_{F}^{3}}{3 \pi^{2}}=\frac{3}{m v_{F}^{2}} \frac{N}{V}=\frac{3 N}{m v_{F}^{2} \pi R^{2} D} \tag{B.15}
\end{equation*}
$$

angular momentum is

$$
\begin{equation*}
L_{z}=\frac{N \hbar}{2} \tag{B.16}
\end{equation*}
$$

## B. 2 Angular momentum by retarded Green's function

Quasi-classical retarded Green's function is derived by analytic continuation of quasi-classical Matsubara Green's function as

$$
\begin{equation*}
\hat{g}_{0}^{R}(x, \boldsymbol{k}, E)=\left.\hat{g}_{0}\left(x, \boldsymbol{k}, \omega_{n}\right)\right|_{i \omega_{n} \rightarrow E+i \eta} \tag{B.17}
\end{equation*}
$$

where $\eta$ is infinitesimal positive constant. From eq. (B.5), quasi-classical retarded Green's function is

$$
\begin{align*}
g_{0}^{R}(x, \boldsymbol{k}, E) & =\frac{1}{\sqrt{\Delta^{2} \sin ^{2} \theta-E^{2}-i \eta \operatorname{sgn}(E)}}\left[-i E+\frac{\Delta^{2} \sin ^{2} \theta \cos ^{2} \phi}{\eta+2 i(\Delta \sin \theta \sin \phi-E)} \operatorname{sech}^{2}\left(\frac{x}{\xi}\right)\right] \\
& =\frac{1}{\sqrt{\Delta^{2}\left(k_{x}^{2}+k_{y}^{2}\right)-E^{2}-i \eta \operatorname{sgn}(E)}}\left[-i E+\frac{\Delta^{2} k_{x}^{2}}{\eta+2 i\left(\Delta k_{y}-E\right)} \operatorname{sech}^{2}\left(\frac{x}{\xi}\right)\right] \tag{B.18}
\end{align*}
$$

where $\operatorname{sgn}(E) \equiv E /|E|$. Mass current by retarded Green's function is

$$
\begin{equation*}
j_{i}(x)=m v_{F} N_{0} \int_{-\infty}^{0} d E\left\langle k_{i} \operatorname{Re}\left[g_{0}^{R}(x, \boldsymbol{k}, E)\right]\right\rangle_{\boldsymbol{k}} \tag{B.19}
\end{equation*}
$$

For Fermi surface average, mass current has only the $y$-component. The $y$-component of mass current is

$$
\begin{equation*}
j_{y}(x)=m v_{F} N_{0} \int_{-\infty}^{0} d E \int_{0}^{\pi} \frac{d \theta \sin \theta}{2} \int_{0}^{2 \pi} \frac{d \phi}{2 \pi} \sin \phi \sin \theta \operatorname{Re}\left[g_{0}^{R}(x, \boldsymbol{k}, E)\right] \tag{B.20}
\end{equation*}
$$

For the bound state $-\Delta \sin \theta<E<0$,

$$
\begin{equation*}
g_{0}^{R}(x, \boldsymbol{k}, E)=\frac{1}{\sqrt{\Delta^{2} \sin ^{2} \theta-E^{2}}}\left[-i E+\frac{\Delta^{2} \sin ^{2} \theta \cos ^{2} \phi}{\eta+2 i(\Delta \sin \theta \sin \phi-E)} \operatorname{sech}^{2}\left(\frac{x}{\xi}\right)\right] \tag{B.21}
\end{equation*}
$$

Here,

$$
\begin{align*}
& \operatorname{Re}\left[g_{0}^{R}(x, \boldsymbol{k}, E)\right] \\
= & \pi \frac{\Delta^{2} \sin ^{2} \theta \cos ^{2} \phi}{\sqrt{\Delta^{2} \sin ^{2} \theta-E^{2}}} \frac{-1}{2 \pi i}\left[\frac{1}{2(\Delta \sin \theta \sin \phi-E)+i \eta}-\frac{1}{2(\Delta \sin \theta \sin \phi-E)-i \eta}\right] \operatorname{sech}^{2}\left(\frac{x}{\xi}\right) \\
= & \pi \frac{\Delta^{2} \sin ^{2} \theta \cos ^{2} \phi}{\sqrt{\Delta^{2} \sin ^{2} \theta-E^{2}}} \delta[2(\Delta \sin \theta \sin \phi-E)] \operatorname{sech}^{2}\left(\frac{x}{\xi}\right) . \tag{B.22}
\end{align*}
$$

By the $\phi$-integration,

$$
\begin{align*}
& \int_{0}^{2 \pi} \frac{d \phi}{2 \pi} \sin \phi \operatorname{Re}\left[g_{0}^{R}(x, \boldsymbol{k}, E)\right] \\
= & \frac{\Delta^{2} \sin ^{2} \theta}{2 \sqrt{\Delta^{2} \sin ^{2} \theta-E^{2}}} \operatorname{sech}^{2}\left(\frac{x}{\xi}\right) \int_{0}^{2 \pi} d \phi \sin \phi \cos ^{2} \phi \delta[2(\Delta \sin \theta \sin \phi-E)] \\
= & \frac{\Delta \sin \theta}{4 \sqrt{\Delta^{2} \sin ^{2} \theta-E^{2}}} \operatorname{sech}^{2}\left(\frac{x}{\xi}\right) \\
& \times\left[\int_{-1}^{1} d x x \sqrt{1-x^{2}} \delta\left(x-\frac{E}{\Delta \sin \theta}\right)+\int_{1}^{-1} d x x\left(-\sqrt{1-x^{2}}\right) \delta\left(x-\frac{E}{\Delta \sin \theta}\right)\right] \\
= & \frac{E}{2 \Delta \sin \theta} \operatorname{sech}^{2}\left(\frac{x}{\xi}\right) . \tag{B.23}
\end{align*}
$$

By the energy-integration,

$$
\begin{equation*}
\int_{-\Delta \sin \theta}^{0} d E \int_{0}^{2 \pi} \frac{d \phi}{2 \pi} \sin \phi \operatorname{Re}\left[g_{0}^{R}(x, \boldsymbol{k}, E)\right]=-\frac{\Delta \sin \theta}{4} \operatorname{sech}^{2}\left(\frac{x}{\xi}\right) \tag{B.24}
\end{equation*}
$$

By the $\theta$-integration,

$$
\begin{equation*}
\int_{0}^{\pi} \frac{d \theta \sin ^{2} \theta}{2} \int_{-\Delta \sin \theta}^{0} d E \int_{0}^{2 \pi} \frac{d \phi}{2 \pi} \sin \phi \operatorname{Re}\left[g_{0}^{R}(x, \boldsymbol{k}, E)\right]=-\frac{\Delta}{6} \operatorname{sech}^{2}\left(\frac{x}{\xi}\right) \tag{B.25}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
j_{y}^{\text {bound }}(x)=-\frac{m v_{F} N_{0} \Delta}{6} \operatorname{sech}^{2}\left(\frac{x}{\xi}\right) \tag{B.26}
\end{equation*}
$$

According to the same procedure below eq. (B.13), angular momentum from the bound state is

$$
\begin{equation*}
L_{z}^{\text {bound }}=N \hbar \tag{B.27}
\end{equation*}
$$

For the continuum $E<-\Delta \sin \theta$,

$$
\begin{equation*}
g_{0}^{R}(x, \boldsymbol{k}, E)=-\frac{1}{\sqrt{E^{2}-\Delta^{2} \sin ^{2} \theta}}\left[E+\frac{\Delta^{2} \sin ^{2} \theta \cos ^{2} \phi}{2(\Delta \sin \theta \sin \phi-E)} \operatorname{sech}^{2}\left(\frac{x}{\xi}\right)\right] \tag{B.28}
\end{equation*}
$$

By the $\phi$-integration,

$$
\begin{align*}
& \int_{0}^{2 \pi} \frac{d \phi}{2 \pi} \sin \phi \operatorname{Re}\left[g_{0}^{R}(x, \boldsymbol{k}, E)\right] \\
= & -\frac{\Delta^{2} \sin ^{2} \theta}{2 \sqrt{E^{2}-\Delta^{2} \sin ^{2} \theta}} \operatorname{sech}^{2}\left(\frac{x}{\xi}\right) \int_{0}^{2 \pi} \frac{d \phi}{2 \pi} \frac{\sin \phi \cos ^{2} \phi}{\Delta \sin \theta \sin \phi-E} \\
= & -\frac{\Delta^{2} \sin ^{2} \theta}{2 \sqrt{E^{2}-\Delta^{2} \sin ^{2} \theta}} \operatorname{sech}^{2}\left(\frac{x}{\xi}\right) \frac{\Delta^{2} \sin ^{2} \theta-2 E\left(E+\sqrt{E^{2}-\Delta^{2} \sin ^{2} \theta}\right)}{2 \Delta^{3} \sin ^{3} \theta} \\
= & \frac{1}{4 \Delta \sin \theta}\left[\sqrt{E^{2}-\Delta^{2} \sin ^{2} \theta}+\frac{E^{2}}{\sqrt{E^{2}-\Delta^{2} \sin ^{2} \theta}}+2 E\right] \operatorname{sech}^{2}\left(\frac{x}{\xi}\right) . \tag{B.29}
\end{align*}
$$

By the energy-integration,

$$
\begin{align*}
& \int_{-\infty}^{-\Delta \sin \theta} d E \int_{0}^{2 \pi} \frac{d \phi}{2 \pi} \sin \phi \operatorname{Re}\left[g_{0}^{R}(x, \boldsymbol{k}, E)\right] \\
= & \frac{1}{4 \Delta \sin \theta} \operatorname{sech}^{2}\left(\frac{x}{\xi}\right) \int_{-\infty}^{-\Delta \sin \theta} d E\left[\sqrt{E^{2}-\Delta^{2} \sin ^{2} \theta}+\frac{E^{2}}{\sqrt{E^{2}-\Delta^{2} \sin ^{2} \theta}}+2 E\right] \\
= & \frac{1}{4 \Delta \sin \theta} \operatorname{sech}^{2}\left(\frac{x}{\xi}\right) \lim _{E \rightarrow \infty}\left[\Delta^{2} \sin ^{2} \theta+E^{2} \sqrt{1-\left(\frac{\Delta \sin ^{2} \theta}{E}\right)^{2}}-E^{2}\right] \\
= & \frac{1}{4 \Delta \sin \theta} \operatorname{sech}^{2}\left(\frac{x}{\xi}\right) \lim _{E \rightarrow \infty}\left[\Delta^{2} \sin ^{2} \theta+E^{2}\left\{1-\frac{1}{2}\left(\frac{\Delta \sin ^{2} \theta}{E}\right)^{2}\right\}-E^{2}\right] \\
= & \frac{\Delta \sin \theta}{8} \operatorname{sech}^{2}\left(\frac{x}{\xi}\right) . \tag{B.30}
\end{align*}
$$

By the $\theta$-integration,

$$
\begin{equation*}
\int_{0}^{\pi} \frac{d \theta \sin ^{2} \theta}{2} \int_{-\infty}^{-\Delta \sin \theta} d E \int_{0}^{2 \pi} \frac{d \phi}{2 \pi} \sin \phi \operatorname{Re}\left[g_{0}^{R}(x, \boldsymbol{k}, E)\right]=\frac{\Delta}{12} \operatorname{sech}^{2}\left(\frac{x}{\xi}\right) \tag{B.31}
\end{equation*}
$$

Therefore, from the continuum, mass current is

$$
\begin{equation*}
j_{y}^{\mathrm{cont}}(x)=\frac{m v_{F} N_{0} \Delta}{12} \operatorname{sech}^{2}\left(\frac{x}{\xi}\right), \tag{B.32}
\end{equation*}
$$

and angular momentum is

$$
\begin{equation*}
L_{z}^{\mathrm{cont}}=-\frac{N \hbar}{2} \tag{B.33}
\end{equation*}
$$

Finally, total angular momentum is

$$
\begin{equation*}
L_{z}=L_{z}^{\text {bound }}+L_{z}^{\text {cont }}=\frac{N \hbar}{2} \tag{B.34}
\end{equation*}
$$

## Appendix C

## Ginzburg-Landau functional under rotation

We start with the Hamiltonian in a co-rotating frame:

$$
\begin{gather*}
H=H_{0}-\boldsymbol{\Omega} \cdot \boldsymbol{L}  \tag{C.1}\\
H_{0}=\sum_{i}\left[\left(p_{i}^{2} / 2 m\right)+U\left(\boldsymbol{r}_{i}\right)\right]+V \tag{C.2}
\end{gather*}
$$

where $H_{0}$ is the Hamiltonian in a non-rotating system, consisting of the kinetic energy term, the harmonic trap potential term $U$ and the interaction energy term $V$. The angular velocity due to the external rotation is $\boldsymbol{\Omega}$ and the angular momentum is $\boldsymbol{L}=\sum_{i} 1 / 2\left(\boldsymbol{r}_{i} \times \boldsymbol{p}_{i}-\boldsymbol{p}_{i} \times \boldsymbol{r}_{i}\right)$. We can write $H$ in the form

$$
\begin{equation*}
H=\sum_{i}\left[\frac{1}{2 m}\left(\boldsymbol{p}_{i}-m \boldsymbol{v}_{n, i}\right)^{2}+U\left(\boldsymbol{r}_{i}\right)\right]+V-\sum_{i} \frac{1}{2} m \boldsymbol{v}_{n, i}^{2} \tag{C.3}
\end{equation*}
$$

where $\boldsymbol{v}_{n, i}=\boldsymbol{\Omega} \times \boldsymbol{r}_{i}$ is the "normal fluid" velocity at the location of the particle $i$. The last term is the centrifugal energy.

The gradient energy given by the first term of the Hamiltonian (C.3)

$$
\begin{equation*}
f_{\mathrm{grad}}=\frac{7 \zeta(3) N(0)}{16\left(\pi k_{B} T_{c}\right)^{2}}\left[\left(\boldsymbol{p}^{*}-m \boldsymbol{v}_{n}\right)_{i} A_{j}^{*}\right]\left[\left(\boldsymbol{p}-m \boldsymbol{v}_{n}\right)_{k} A_{l}\right]\left\langle v_{F i} k_{j} v_{F k} k_{l}\right\rangle_{\boldsymbol{k}} \tag{C.4}
\end{equation*}
$$

where $\langle\cdots\rangle_{\boldsymbol{k}}$ denotes the Fermi surface average. Taking the contraction of the subscripts in the Fermi surface average, the mean value is finite. Replacing $\boldsymbol{p}$ with $-i \hbar \nabla$, we obtain the well-known form of the gradient energy [2]

$$
\begin{equation*}
f_{\mathrm{grad}}=K_{1}\left(\partial_{i}^{*} A_{j}^{*}\right)\left(\partial_{i} A_{j}\right)+K_{2}\left(\partial_{i}^{*} A_{j}^{*}\right)\left(\partial_{j} A_{i}\right)+K_{3}\left(\partial_{i}^{*} A_{i}^{*}\right)\left(\partial_{j} A_{j}\right) \tag{C.5}
\end{equation*}
$$

In a similar manner, the centrifugal energy given by the last term of the Hamiltonian (C.3) can be recast into

$$
\left.\begin{array}{rl}
f_{\text {cent }}= & -\frac{7 \zeta(3) N(0)}{16\left(\pi k_{B} T_{c}\right)^{2}}\left[\left(m \boldsymbol{v}_{n}\right)_{i} A_{j}^{*}\right]\left[\left(m \boldsymbol{v}_{n}\right)_{k} A_{l}\right]\left\langle v_{F i} k_{j} v_{F k} k_{l}\right\rangle_{\boldsymbol{k}} \\
=- & \frac{m^{2}}{\hbar^{2}}\left[K_{1}(\boldsymbol{\Omega} \times \boldsymbol{r})_{i} A_{j}^{*}(\boldsymbol{\Omega} \times \boldsymbol{r})_{i} A_{j}\right.
\end{array} \quad+K_{2}(\boldsymbol{\Omega} \times \boldsymbol{r})_{i} A_{j}^{*}(\boldsymbol{\Omega} \times \boldsymbol{r})_{j} A_{i}\right) .
$$

Taking $\boldsymbol{\Omega} \| \hat{\boldsymbol{z}}$, and $\boldsymbol{\Omega} \times \boldsymbol{r}=\Omega \rho \hat{\boldsymbol{\theta}}$, we finally obtain the expression of the centrifugal potential as

$$
\begin{equation*}
f_{\text {cent }}=-\frac{m^{2}}{\hbar^{2}} \Omega^{2} \rho^{2}\left(K_{1} A_{i}^{*} A_{i}+K_{2}\left|A_{\theta}\right|^{2}+K_{3}\left|A_{\theta}\right|^{2}\right) \tag{C.8}
\end{equation*}
$$

## Appendix D

## Bulk energy in Ginzburg-Landau functional

The bulk free energy (7.7) is written as

$$
\begin{align*}
f_{\mathrm{bulk}}= & -\left(1-t_{x}\right)\left(\left|A_{x}\right|^{2}+\left|A_{y}\right|^{2}\right)-\left(1-\alpha t_{x}\right)\left|A_{z}\right|^{2} \\
& +\frac{1}{2}\left(\left|A_{x}\right|^{2}+\left|A_{y}\right|^{2}+\left|A_{z}\right|^{2}\right)^{2}+\frac{1}{4}\left(A_{x}^{* 2}+A_{y}^{* 2}+A_{z}^{* 2}\right)\left(A_{x}^{2}+A_{y}^{2}+A_{z}^{2}\right) \tag{D.1}
\end{align*}
$$

By taking $A_{x}$ real, $A_{y}=\left|A_{y}\right| e^{i \theta_{y}}$ and $A_{z}=\left|A_{z}\right| e^{i \theta_{z}}$ without loss of generality, we write it as

$$
\begin{align*}
f_{\mathrm{bulk}}= & -\left(1-t_{x}\right)\left(\left|A_{x}\right|^{2}+\left|A_{y}\right|^{2}\right)-\left(1-\alpha t_{x}\right)\left|A_{z}\right|^{2} \\
& +\frac{3}{4}\left(\left|A_{x}\right|^{4}+\left|A_{y}\right|^{4}+\left|A_{z}\right|^{4}\right)+\left(\left|A_{x}\right|^{2}\left|A_{y}\right|^{2}+\left|A_{y}\right|^{2}\left|A_{z}\right|^{2}+\left|A_{z}\right|^{2}\left|A_{x}\right|^{2}\right) \\
& +\frac{1}{2}\left[\left|A_{x}\right|^{2}\left|A_{y}\right|^{2} \cos 2 \theta_{y}+\left|A_{y}\right|^{2}\left|A_{z}\right|^{2} \cos \left(2 \theta_{y}-2 \theta_{z}\right)+\left|A_{z}\right|^{2}\left|A_{x}\right|^{2} \cos 2 \theta_{z}\right] \tag{D.2}
\end{align*}
$$

There are six cases, which are possibly the minimum solutions: (i) $\theta_{y}=\theta_{z}=0$, (ii) $\theta_{y}=0$, $\theta_{z}=\pi / 2$, (iii) $\theta_{y}=\pi / 2, \theta_{z}=0$, (iv) $\theta_{y}=\pi / 2, \theta_{z}=\pi / 2$. (v) $\theta_{y}=\pi / 3, \theta_{z}=2 \pi / 3$ and (vi) $\left|A_{x}\right|^{2}=\left|A_{y}\right|^{2}=0$.

The relevant minimum solutions are found for (ii) and (vi). In the former case (ii) the solution is given by

$$
\begin{align*}
f_{\text {bulk }}=-\frac{1}{8}\left[3\left(1-t_{x}\right)^{2}-\right. & \left.2\left(1-t_{x}\right)\left(1-\alpha t_{x}\right)+3\left(1-\alpha t_{x}\right)^{2}\right] \\
\left|A_{x}\right|^{2}+\left|A_{y}\right|^{2} & =\frac{1}{4}\left[3\left(1-t_{x}\right)-\left(1-\alpha t_{x}\right)\right]  \tag{D.3}\\
\left|A_{z}\right|^{2} & =\frac{1}{4}\left[-\left(1-t_{x}\right)+3\left(1-\alpha t_{x}\right)\right] .
\end{align*}
$$

This solution is valid for $2+(-3+\alpha) t_{x} \geq 0$, which determines the boundary between this phase called the A phase and the single component phase called B phase below. The other solution for (vi) is expressed as

$$
\begin{gather*}
f_{\text {bulk }}=-\frac{1}{8}\left(1-\alpha t_{x}\right)^{2} \\
\left|A_{z}\right|^{2}=\frac{2}{3}\left(1-\alpha t_{x}\right) \tag{D.4}
\end{gather*}
$$

This B phase is described by a single component, thus it corresponds to the so-called polar phase.
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